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ABSTRACT

The recent advent of adaptive optics systems on 8-10 m aésscopes has al-
lowed for sub-milliarcsecond astrometry from the groundaowide variety of as-
tronomical objects. However, while the relative astromeii the Galactic center is
currently limited to a mere-0.2 mas, thabsolute astrometry in this region has been
limited to ~6 mas at Keck. In this paper, we identify and correct majortétrons to
our absolute astrometry - geometric optical distortion différential atmospheric re-
fraction. These effects introdueel-5 mas scale distortions over the spatial scales of
the SiO masers that are used to define the absolute referanoe for proper motions
of stars at the GC. With new observations of M92 at a wide waétpositions and
orientations, we improve upon existing geometric distortsolutions for the NIRC2
narrow camera at the W. M. Keck Il 10 m telescope. Post-fitlesds are reduced by
a factor of~2-4 over previous solutions. Our relative astrometry cam he tied into
an absolute radio reference frame to withif.07 mas/yr, allowing us to better test the
possibility of a relative motion between the central blackehand the stellar cluster.
We have constrained this motion to less than 13 km/s and 2% knthe East-West
and North-South directions, respectively. The gains inasirometric accuracy will
also improve our ability to measure relatively small stedlecelerations at large radii.
This distortion solution is available to the public in therfoof FITS files.

1. Introduction

High angular resolution astrometry has been a very powéetthnique for studies of the
Galactic center. Over the last decade, it has revealed ammapsive black hole (Eckart & Genzel
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1997; Ghez et al. 1998), a disk of young stars surroundingéméral supermassive black hole
(Levin & Beloborodov 2003; Genzel et al. 2003; Paumard et @062 Lu et al. 2009), and an
eccentric orbit for the Arches, a massive young star cluststed at a projected galacto-centric
distance of 30 pc (Stolte et al. 2008). While the speckle imggiork carried out on the Galactic
center in the 1990’s had typical centroiding uncertainties'1 mas, recent deep, adaptive optics
(AO) images have improved the precision of stellar ceningidy a factor of~6-7, significantly
increasing the scientific potential of astrometry at theaGat center (Ghez et al. 2008; Gillessen
et al. 2009). Further gains in astrometric precision coahltlito ultra-precise measurements of
the distance to the Galactic centegYRneasurements of individual stellar orbits at larger gala
centric radii, and, more ambitiously, to measure post-Nevain effects in the orbits of short-period
stars (e.g., Jarosagki 1998, 1999; Salim & Gould 1999; Fragile & Mathews 2000pHRar &
Eckart 2001; Weinberg et al. 2005; Zucker & Alexander 200/griotis 2007; Nucita et al. 2007;
Will 2008).

Two factors that currently limit astrometric measuremefitgars at the Galactic center are (1)
the level to which AO cameras’ geometric distortions arevikm@nd (2) differential atmospheric
refraction (DAR), which has not yet been explicitly corretfer in any Galactic center proper
motion study (Ghez et al. 2008; Gillessen et al. 2009). Whiécal distortion from an infrared
camera is expected to be static, distortion from the AO systed the atmosphere not corrected
by AO, is not. Initial estimates of the optical distortions fAO cameras are generally based
on either the optical design or laboratory test, which do peafectly match the actual optical
distortion of the system. Both uncorrected camera distostiand DAR leave-1-5 mas scale
distortions over the spatial scales of the SiO masers tleatised to define the absolute reference
frame for proper motions of stars at the Galactic center ésge Reid et al. 2007). These are
significantly larger than the-0.2-0.3 mas precision achieved in the relative astrometi@hez
et al. (2008) and Gillessen et al. (2009). While the impactidhase effects on relative astrometry
has been minimized by mapping the coordinate systems dadrdifft epochs of observations to
a reference set of measurements, allowi@2-0.3 mas precision in the relative astrometry to
be achieved, the full impact of these effects is imposed @olate astrometric measurements.
Therefore, correcting these effects would have the grestgsovement on absolute astrometric
measurements. However, relative astrometry would alsapeaved by eliminating these effects
before the images, which are obtained at different timesandsionally different orientations, are
combined.

In this paper, we identify and correct for two effects thatreatly limit the astrometric accu-
racy and precision of Keck AO measurements of the Galactitece Specifically, we (1) obtain
a new, publically-available distortion solution for therared imaging camera behind the Keck
AO system (NIRC2) and (2) correct for DAR. Furthermore, haviogected for these effects, we
present a set of absolute astrometric measurements ofadfsars within 05-10" of the central
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black hole that can be used to define the absolute refereamces fof narrow field Galactic center
(GC) measurements that do not contain enough of the SiO raasers. We place limits on the
relative motion between Sgr A* and the nuclear stellar elusSection 2 presents observations
and analysis of the globular cluster, M92, that were usecetive the first distortion solution for
NIRC2 that is based on on-sky measurements, as opposed to NIRE2isal pinhole mask. In
section 3 we apply this solution, along with correctionsB#R, to observations of the GC and
show that our absolute astrometry is improved-tbmas. With such improved accuracy, we have
a greater ability to test the motion of the central black helh respect to the stellar cluster and
constrain the relative motion to <17 km/s@.5 mas/yr). While this work has been carried out in
the context of the Galactic center, the new distortion smtualso benefits a wide array of other
science that is currently being carried out with NIRC2, inahgdastrometric studies of extrasolar
planets (Marois et al. 2008), brown dwarf binaries (Kondgyaet al. 2007; Liu et al. 2008; Dupuy
et al. 2008) and compact objects (Cameron & Kulkarni 2007).

2. Observations& Analysis
2.1. M92 (Keck)

Observations of the globular cluster M92 (NGC 634F 17 17 07.27§ = +43 08 11.5) were
made from 2007 June to 2009 May using the AO system on the W.ddk K 10 m telescope with
the facility near-infrared camera NIRC2 (PI: K. Matthews)! iklages were taken with the narrow
field camera, which maps the 1024024 pix array into~10"x 10" field of view, and through the
K (Ao=2.12 um, AX=0.35um) band-pass filter. While the Natural Guide Star adaptivecept
(NGS-AO) system was used to obtain the majority of the déwa,Liaser Guide Star (LGS) AO
system was used for one run in 2008 June. The NGS-AO atmasgloerections and the LGS-AO
low-order, tip-tilt corrections were made using visiblesebvations of USNO-B1.0 1331-0325486
(R = 8.5 mag). The atmospheric conditions and AO correctionthe observations yielded point
spread functions (PSFs) that, on average, had Strehl ftie8.55 and FWHM o~50 mas.

M92 was observed at 79 different combinations of positiogles (PAs) and offsets (see
Figure 1), with three identical exposures taken at eachtipgin This allowed for a given star to
fall on several different parts of the detector over the sewf the observations. We note that the
PA (0) convention used here is such that the stars are rotatekiwvike by an amourt (i.e., the
camera is rotated counter- clockwise). The field of view dRRR’s narrow camera contained the
Natural Guide Star (NGS) in each pointing, and in most casesother nearby stars, which are
circled in Figure 2; this facilitated the process of combgthe positional information from all of
the different pointings. Empirical centroiding uncertas are estimated using the three images
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at each pointing and computing the RMS error of each star'gipns The typical centroiding
uncertainty is~0.02 pix (~0.2 mas). Table 1 provides the details of the NIRC2 M92 obsiemnst

The M92 images are calibrated and stellar positions are uneddrom these images using
standard techniques. Specifically, the images are first danrtt sky-subtracted, flat-fielded, and
bad-pixel and cosmic ray corrected. The images are thenhneigh the point spread function
(PSF) fitting progran®arFinder (Diolaiti et al. 2000), which is optimized for adaptive agiob-
servations of crowded stellar fields to identify and chagaze stars in the field of viev&ar Finder
iteratively constructs a PSF from a set of bright stars irfigdd, which have been pre-selected by
the user. For M92, a total of 16 stars spread out across tleetdetare used to obtain a PSF that
is representative of the entire field. The resulting PSFas ttross-correlated with the image and
detections with a correlation peak of at least 0.7 are censticandidate stars. Relative astrometry
and photometry are extracted by fitting the PSF to each catelgdar. This results in a star list for
each of the 237 NIRC2 images.

Final star lists for each pointing are produced by combirgagh set of three star lists from
images with the same observational setup. Three initisdreai are used to trim out fake or prob-
lematic source detections. First, only stars detected thr&le images are kept, with final positions
that correspond to that from the first image. Second, we rertto two brightest stars (the NGS
and a comparably bright star5.1" to the east that appears in the images of 147 out of 23%®-poi
ings) and any other source identified within a 60-pixel radfi these stars (see Figure 2). The
bright sources are-1 mag brighter than any other detected star and are oftectddtat levels
that saturate the detector. Saturation leads to poor PSéhmgtwith the empirical PSF estimate,
and consequently poor positional estimates for these tars,sis well as-20-50 false detections
in their halos. With these selection criteria, the 79 finat ists contain a combined total of 3846
stellar positions.

22. M92(HST ACSIWFC)

To characterize the optical distortion in the NIRC2 cameligiteal to compare the measured
set of stellar positions to those in a distortion-free refiee frame. As this reference frame does not
exist, we choose observations of M92 made with the AdvancedeCafor Surveys (ACS) Wide
Field Channel (WFC), which has a plate scal49.993+ 0.001 mas/pix and position angle offset
=-0.0038 4+ 0.001% (van der Marel et al. 2007), as our reference frame. Thertists in this
camera have been removed down tot/@®01 pix (~0.5 mas) level (Anderson 2005; Anderson &
King 2006; Anderson 2007) and is therefore a useful refexéoicour purposes given the level of
distortion in the NIRC2 camera.
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HST observations of M92 were made on 2006 April 11 with bothF814W () and F606W
(V) filters as part of the ACS Survey of Globular Clusters (GO-B)HI: A. Sarajedini). The
details of the observations, data reduction, and the aaeigin of the M92 astrometric reference
frame can be found in Anderson et al. (2008), while the cgtaliopositions themselves will be
made available in future papers and the World Wide Web.

3. Reaults
3.1. A New Distortion Solution for NIRC2

To find the best fit model for NIRC2’s geometric optical distontirom the M92 observations,
one must account for the fact that the ACS/WFC data do not siuffer differential atmospheric
refraction (DAR; see A), while the NIRC2 data come from grouadédx observations and there-
fore will be affected by the earth’s atmosphere (see Figur®#ferential atmospheric refraction
will compress an image, causing the apparent separati@rebata pair of stars to be smaller than
their true separation. Since the stellar positions aredgasmmetrically distorted by the atmosphere
and then the telescope/instrument, it is best to "undo” taieets in the reverse direction. During
the data reduction process, it is therefore optimal to fostexct for optical distortion, then remove
DAR from the images before comparing with HST data. In catiréne optical distortion should
be solved for using data that still have the effects of DARuded in the images. We therefore
choose to add DAR to the ACS/WFC star list. Because the effe@#Bfdepend on the elevation
and, to a much lesser extent, the atmospheric conditiorteeastiservations, it is necessary to cre-
ate a separate DAR-transformed ACS/WFC star list for each NIR&2ist. To account for DAR,
we follow the prescription for DAR given in Gubler & Tytler 998)). Again, the stellar positions
are only corrected for achromatic DAR, as the error from clatierDAR is negligible relative to
the residual distortion in ACS/WFC+0.5 mas). Overall, the magnitude of this effect over the
range of elevations for the M92 observations is expecte@ tob4 mas across NIRC2's 10" field
of view, along the elevation axis.

Each of the NIRC2 star lists is then used as a reference cotedsiyatem into which the
ACS/WFC star list is transformed. In the alignment proces AGS/WFC star list is transformed
by minimizing the error-weighted (NIRC2 positional erroregt displacement for all the stars,
allowing for translation, rotation, and a global plate scalhis process is described in greater
detail in Ghez et al. (2008) and Lu et al. (2009). Only soutbasare cross-identified in both the
NIRC2 and ACS star lists are used in the remaining analysis. Fneni9 separate alignments, a
total of 2743 matches in stellar positions are obtained.

The mapping of ACS positions to NIRC2 positions shows clear@pstructure across the
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detector, as expected from optical distortion (see FiggreHowever, some vector deviations
are inconsistent with those in their immediate surrounslinhese deviant measurements are
found by examining the vector deviations in 20505 pixel bins and determining the average and
standard deviation. Anydoutliers in either the X or Y direction are removed. A total©§
measurements are removed based on this criterion. An addlitcut (>%) in each of these bins
is made on NIRC2 positional uncertainties, as they may vark véspect to detector position.
This cut removes 73 data points, four of which were also @latad by the first cut. These bins
are examined a second time for vector outliers, as they afhenv a rather wide distribution.
The average and standard deviation in each bin are reciddwad the vector outliers (z3 are
removed once again. This resulted in an additional loss oh@ésurements.

Many of the eliminated measurements come from common starsages. We therefore
remove all measurements of the 9 out of 150 stars and of thed @8 images that were eliminated
more than 20% of the time by the sigma-clipping process. M#rthese problematic stars have
close neighbors (<@) that are not resolved or not well measured in the lowertation ACS
observations{ ~70 mas for the F814W observations). Similarly, the majootythe rejected
frames, have exposure times less than 10 sec, while thengmdiames are at least 30 sec. This
results in significantly higher centroiding uncertaintiessidual atmospheric effects, and fewer
stars detected. Although the 2008 April data set had rellgtiong exposure times;t = 48 sec),
the observations were heavily impacted by clouds and they&t&m was often unable to remain
locked on the NGS. Our final data set consists of 2398 positidaviations between ACS and
NIRC2, with typical centroiding uncertainty for the NIRC2 imagef 0.02 pix ¢-0.2 mas). The
vector plot for this cleaned sample is shown in the bottomigfife 5.

A bivariate B-spline is fit to the distortion map (Figure 5)ngithe SciPy package interpo-
late, and a look-up table sampled at each of the ¥a®D24 NIRC2 pixels is subsequently pro-
duced. The effect of the smoothing factdr, (vhich is related to the number of nearest-neighbor
measurements used to calculate the smoothing) used intdrpotating routine was investigated
extensively in order to find a good compromise between theecless of fit and the smoothness of
fit. The residuals between the original distortion vectorthie bottom panel of Figure 5 and the
computed shift at the nearest pixel (from the smoothed lgokable) were measured. The median
deviation is found to increase unficb150, where it plateaus at a value©0.27 pix. We choose
for our interpolation the smoothing factor that gave neé#lylowest median deviatiorf,= 135.
Although the deviations were lower for distortion solusareated with smaller smoothing factors,
the edge effects were prominent in the look-up tables andigigbution of deviations was much
larger (see Dierckx (1995) for details on surface fitting #relchoice of smoothing factors). The
resulting look-up tables for shifts in X and Y are shown inlg 6, and are produced in the form
of FITS files that may be fed into the IRAF routirigrizzle (Fruchter & Hook 2002), to correct for
the optical distortion.
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Uncertainties in the distortion solution were computed tigrniing 1000 Monte Carlo sim-
ulations, in which the data were sampled with replacemehie RMS error with respect to the
distortion solution (i.e., the actual distortion solutimas taken as the average) was calculated at
each pixel and the results are shown in Figure 7. The averagesén X and Y are 0.05 pix and
0.04 pix (~0.4,~0.5 mas), respectively. We can see the uncertainties anestigear the edge of
the detector, where less data exist. The uncertaintiedsweslown in the form of a histogram in
Figure 8 along with a histogram of the distortion soluticelf.

To solve for the global plate scale and orientation thatlte$tom this new solution, we re-
reduce the raw NIRC2 observations of M92 from 2007 July, andyapprections for distortion
and DAR to these images. The distortion correction and DARection are applied to each
image at the same time in the form of look-up tables usingXttiezle algorithm as implemented
in IRAF (Fruchter & Hook 2002). The look-up tables are spedifie Drizzle using thexgeoim
and ygeoim keywords and are FITS files of the same dimensions as thecsciarage. These
look-up tables are created by first including the distorohution and then applying the necessary
DAR correction. Two FITS files, one for shifts in X and one fdiifts in Y, are created for each
NIRC2 observation and contain the shifts to be applied to eadi m the image. From these
distortion- and DAR-corrected NIRC2 images, star lists wereegated and aligned to the original
ACS starlist (without DAR) as described above. The resultiagepscale igs) = 9.948+ 0.00L,

+ 0.00Lps pixnirc2/PiXacswrc. The difference between the orientation given in the headler
the NIRC2 images (90for this data set) and the measured orientation is on aver@g256 +
0.00644 + 0.00T 4, Where the absolute errors are the uncertainties in the ACS/l&te scale
and orientation angle (van der Marel et al. 2007). Thus, tHRO® columns must be rotated
eastward of North by 0.2560 be aligned with ACS

3.2. Application to the Galactic Center

We apply the new distortion solution and DAR correctionsuoexisting Keck/NIRC2 Galac-
tic center observations to both determine the accuracy ohew solution (83.2.1) and to obtain
a new and substantially improved IR absolute referencedrgg8.2.2). In the analysis described
below, distortion and DAR are corrected in the data redagiimcess, which utilizeBrizze, as
explained in §3.1.

1The NIRC2 FITS header keyword for the position angle, ROTRQOiBcludes a +0.7 offset, the observatory
value for the angle offset of NIRC2. We have subtracted thi§ b our analyses. Thus, the 0.25fbtation isin
addition to the 0.7 rotation.
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3.2.1. Testing the New Model for NIRC2 Distortion

The accuracy of our distortion solution is examined using separate LGS-AO GC data
sets, both of which are described in Ghez et al. (2008), amgpaced with two previous estimates,
which we refer to as "pre-ship" and "PBC". The pre-ship soldtiavhich is good to~4 mas,
was found using a pinhole mask, and is in the form of a 3rd+opdé/nomial. The more recent
solution by P. B. Cameron, also from a pinhole mask, is a 4tlergrdlynomial and improves upon
the former solution mainly along the X axis

First, we use the two high precision data sets taken of thgalel0"x 10" on 2007 May 17
and May 20 at two different PAs {@&nd 200) with roughly the same central position. The NIRC2
positional uncertaintiesifes) for the PA=0 and PA=200 images ax.022 pix and~0.036 pix,
respectively. The PA=200 image was transformed into theCHArage’s coordinate system, again
allowing for translation, rotation, and global plate scalée differences in the aligned positions
of stars with K<14.5 are shown in Figure 9. Our new solutioaveh significantly less residual
structure than the previous solutions. To estimate the maig of the residual distortion, we
remove the positional measurement bias and account foraheiloution from the two images
used. This results in estimates of the residual distortba, = 0.156 pix, 0.321 pix, and 0.344 pix
for the new, PBC, and pre-ship solutions, respectively, Whikednalysis shows the improvement
and the residual distortion, it mixes the residual distorsiin the X and Y dimensions due to the
rotation of the images.

To characterize the residuals in X and Y separately, we udelydithered GC data taken
in 2006 May and 2008 May at PA=0, which maintains the indepand of the X and Y axes.
These data are described in Ghez et al. (2008) as part ofghsalute astrometry analysis and
have an average centroiding uncertainiyd) of 0.067 pix. Only four overlapping fields, each of
which was imaged three times and whose centers are the sa@hai6"x 6" box, were examined
from this data set. The full mosaic is shown in Figure $arFinder was run at a correlation of
0.9 on each image to create a star list, and only stars ddtectd least 6 of the 12 images (and
therefore at least two of the four overlapping fields) werptka the analysis. Offsets between
IRS16SW-E (which was in each of the four fields) and each of #tealed stars was computed.
The standard deviation of each star’s offset from IRS16SWeE taken as the positional error.
The RMS offsetsdy, oy) for these solutions, shown in Figure 11, are (0.13, 0.1¢,)(0i.14, 0.32)
pix, and (0.41, 0.34) pix, for the new, PBC, and pre-ship sohgj respectively. These values are
corrected for positional measurement bias. The new solwti@s found to significantly improve

2http://www?2.keck.hawaii.edu/inst/nirc2/preship_tegtpdf
3http://www.astro.caltech.edupbc/AO/distortion. pdf
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positional errors overall as compared to both of the previenlutions and in particular, it is a
factor of 2 better in the Y direction over the most recent PBIOtgm.

3.2.2. Absolute Astrometry of the GC and the Apparent Motion of Sgr A*

Measuring the relative motion between the Galaxy’s cefieadk hole and the stellar cluster
in its vicinity with high precision can help refine currentiggates of the distance to the Galactic
center and mass of the black hole. In Ghez et al. (2008), th®mof Sgr A* was derived from
the orbit of the star SO-2 in theslative reference frame. The best-fit orbit allowed for a proper
motion of Sgr A* of V, = 17+ 11 km/s and Y = 16 &+ 6 km/s relative to the stellar cluster. This
motion may arise from the gravitational influence of a masswmpanion, or from a systematic
effect produced by improper alignment of the central 10"gesa To determine if there is a true
relative motion between Sgr A* and the stellar cluster, #lative positions must be transformed
into anabsolute reference frame.

Our new distortion solution allows us to improve the absohstrometric coordinate system
for narrow field (52 < 10") imaging at the GC through IR observations of seven SiGemsa
detected at IR and radio wavelengths gt~ 5"-15" (Reid et al. 2003, 2007). We use all the
data presented in Appendix C of Ghez et al. (2008) as well asatiditional data sets, which
were obtained in 2008 May and 2009 June with the same setufieasarlier data sets with
the exception that the 2009 observations wef®5 magnitude deeper in the K’-band. We re-
reduced these five data sets with the new distortion soluMwosaics from each of the 9 dithered
data sets were constructed in the same way described in GaeZ2008), resulting in 22¢22"
images (see Figure 103arFinder was run on each IR mosaic to create a star list for each epoch
with positions in NIRC2 pixel coordinates. Along with this, w&kso constructed a corresponding
distortion uncertainty mosaicked map based on the MonteoGarlulations (83.1; Figure 7) and
calculate the distortion error contribution to each pixethe maser mosaic. In the overlapping
areas, we compute the distortion error contribution as

2 2 2
ort+tos5+...+o
— 1 2 N
Udis_\/ N (1)

where N is the number of overlapping fields, which can varyeen 1 and 4. The IR uncertainties
in each mosaic’s star list include the centroiding errastattion error, and the residual distortion
(0.15 pix), summed in quadrature. Radio maser positions preyggated forward using velocities
from Reid et al. (2007) to create a star list at the epoch of éBctmosaic. Each of the five
infrared mosaics were aligned to the radio maser star lishimymizing the error-weighted, net
displacements for the masers. Errors in the transformaétiabsolute coordinates were determined
using a jackknife sampling technique, in which one masetiatais excluded from the alignment.
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After aligning the infrared star lists to the radio, new $ists are produced in thebsol ute reference
frame with Sgr A*-radio at rest at the origin. The resulting IR pgasis and radio maser positions
are, on average, within XX of each other (Table 2). Line fits to these results providenedes
of the absolute positions and proper motions of the masenellsas other stars detected in the
infrared mosaics. As Sgr A*IR is not reliably detected irgk shallow mosaics, we take the
average alignment error of the stars in the central arcsg4 ahd 0.83 mas in X and Y, respectively,
as the uncertainty in the position of Sgr A*-radio in the arsd maser mosaic. The plate scale and
angle offset of NIRC2 determined by the transformation bebwtbe infrared and radio reference
frame is shown in Table 3. The average NIRC2 plate scale ane arfiget are 9.953 0.001
mas/pix and 0.256- 0.003, respectively. This is statistically consistent with tlaues obtained
from the ACS/WFC to NIRC2 transformation from the 2007 July data(§3.1). The absolute
proper motions were computed by fitting a linear model to tstpns over time for all the stars
in the five maser star lists.

The positions and velocities of a setinfrared absolute astrometric standards are reported in
Table 4. These standards were defined as stars that (1) astetkin all 5 maser mosaics, (2) are
outside the central arcsecond (r > 0.5") to reduce the eftdaten-linear motions over time, (3)
are brighter than K=15, (4) have velocities below 15 mastgheelocity errors below 5 mas/yr, (5)
have reasonable velocity fitg{/dof) < 4 (Ghez et al. 2008), and (6) have been spectroscopically
identified as late-type stars by Do et al. (2009) and Genzal €2000). This last criterion is used
in order to eliminate the known net-rotation of the youngst(&enzel et al. 2000). The average
positional uncertainty for these astrometric standans $$20.9 mas.

For the relative proper motions, we used nine data sets afeh&ral 10" of the Galaxy ob-
tained from the W. M. Keck Observatory between 2006 May an@P2luly. Five of these are
described in Ghez et al. (2008) and the four more recent wéisens were taken with identical
setups as these earlier observations. The data reductibanatysis procedure are also described
in Ghez et al. (2008) but we note that we used the new distostadution and corrected for DAR
in this analysis. The relative reference frame is estabtidhy aligning the IR images to each other
using a set of "coordinate reference" stars. This procedteetiwely puts the stellar cluster at rest.
Star lists from each epoch were transformed into the 200 U8ldata set’s coordinate system, and
linear models were fit to the stars’ positions as a functiotinoé.

The stars’ proper motions as measured in the radio referfeace @bsolute) can be com-
pared to their proper motions measured in the infrared fré@mative) in order to determine
whether there is relative motion between the two. Since 3gs Aefined to be at rest in the radio
reference frame, a velocity difference between the absalod relative reference frames may im-
ply that either Sgr A* is moving with respect to the clustertlze cluster itself has a non-zero net
motion.
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Figure 12 shows the difference between absolute and rekagiocities for 211 stars matched
across the two reference frames. The outliers in the vglalifterences are due to stars at rel-
atively large distances (¢ 5") from Sgr A*. The average of the velocity differences isr(¥
and Y, respectively) 0.14 0.07 and 0.38: 0.06 mas/yr, where the uncertainties are the standard
deviation of the mean. Thus, we detect a significant motidwéen the cluster and the black
hole in the North-South direction. This constraint on tHatree motion is an order of magnitude
improvement over our previous work (see Appendix C in Ghea.g2008)). The motion of the
black hole relative to the cluster derived from the best#fiitoof the central arcsecond star, S0-2,
in Ghez et al. (2008) was\~ 0.4+ 0.25 mas/yr and y= 0.39+ 0.14 mas/yr (where positive
velocities are towards the East and the North for X and Y,aetyely). This velocity is shown
as the bar in Figure 12. The velocities determined by thesanethods are consistent within the
uncertainties.

4. Additional Sourcesof Uncertainty

The residual distortion 0f0.15 pix must come from sources of uncertainty that are not ac
counted for in our analysis. These may include uncertantiehe ACS/WFC positions, residual
distortion in the ACS/WFC camera, PSF variations in the NIRCZy@sachromatic DAR, time-
variable distortion, or a difference between NGS and LGS A@d

To test the stability of the camera’s distortion, we creaeédstortion solution with data points
from 2007, the year with the most data (N=1711). A smoothaudr of f = 120 was used for the
spline fitting and was determined in the same manner as oudist@rtion solution. Differences
between data in the individual years and the 2007-only disto solution show no significant
differences, suggesting that the distortion solution latreely stable.

While the new distortion solution represents a significaap dorward in our astrometric
capabilities, it still leaves-0.15 pix or~1.5 mas residual distortion in the LGS-AO GC images.
Our distortion solution was computed using only NGS dat#hasix LGS frames from 2008 June
were thrown out based on the cuts mentioned in 83.1. To tegtdhsibility that the NGS and LGS
AO system have different distortion solutions, we compaaéaGiic center data taken in both LGS
and NGS modes, but otherwise the same setup and in the sahém2§08 May. The data were
reduced using the usual data reduction steps (see Ghe2f1@8)), and final LGS- and NGS-only
images of the Galactic center were produced. The astramm@gcision for each of these images
was 0.018 pix (NGS) and 0.021 pix (LGS) for stars with K < 15eT!l6S image was transformed
into the NGS image’s coordinate system allowing only fonslation between the two frames.
The RMS difference in the aligned positions waB.06 pix (o), which is comparable to the error
in the distortion solution~0.05 pix, Figure 8). Thus, given the uncertainties in theadigon
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solution, we do not see a difference in the astrometry froages taken in NGS or LGS mode and
conclude that this adds only a small contribution to thedwsl distortion.

The residual distortion in the ACS/WFC is measured te40e05 pix. Furthermore, while we
account for achromatic DAR (typically0.3 pix),chromatic DAR usually has-20 times less of an
effect (~0.02 pix; see Gubler & Tytler (1998)). If we add the above searof error in quadrature,
including the 0.06 pix error from the NGS to LGS comparisoan,fimd a total contribution of 0.08
pix. Thus, approximately half of the residual distortionync@me from these various systematics.
We also note that PSF variations over the field of view may rdaute additional error to our
astrometry, as we have assumed a constant PSF over the fiagdshof

5. Conclusions

We have improved upon existing geometric distortion sohsifor the NIRC2 camera at the
W. M. Keck Il telescope. In all tests that were performed, tieev distortion solution shows an
improvement by a factor of-2-4 over existing solutions. We take as our final residualsy s,
AYrms) ~ (0.13, 0.17) pix.

The transformations between the ACS/WFC and NIRC2 referenoeefayield a relative
NIRC2 plate scale ofs) = 9.9484 0.00k £ 0.00Lps PiXnirc2/PiXacswrc and a position angle
offset of~0.256 + 0.006 44 + 0.00F 4. The plate scale and angle offset obtained using Galactic
center infrared data tied to the radio reference frame atesstally consistent with these values
(9.953+ 0.001 mas/pix and 0.256 0.003).

The Galactic center absolute reference frame is now knowimeat 1 mas level. We present
a set ofabsolute astrometric standards within 075-10" of Sgr A* that can be used to define the
absolute reference frame of narrow field Galactic center (@€3surements that do not contain
enough of the SiO radio masers. In comparing the stars’ atesgklocities as measured in the
radio reference frame to their relative velocities, we hegastrained the motion between the
supermassive black hole, Sgr A*, and the nuclear stellasteiuto <13 km/s in the East-West
direction and <21 km/s in the North-South directions)(3

Improvements to the NIRC2 distortion solution may be made lbyeasing the number of
positional measurements used to derive the solution inrdcdenore fully sample the detector.
Another source of error in our solution is the residual disto in ACS/WFC (0.5 mas), and thus
a self-calibrated distortion solution (Anderson & King 3)Gnay improve the solution further.
The use of a single point spread function across the fieldsis alrather significant source of
error, as the quality of the AO correction is best at the llocabf the laser and gets worse further
away, leading to a spatially-variable PSF. Assuming a umfBSF will therefore cause errors in
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positional measurements. To minimize this effect, we areecdly developing an algorithm to
create a location-dependent point spread function.

The new distortion solution, in the form of two FITS files, mag obtained at
http://www.astro.ucla.edw/ghezgroup/distortion or by emailing the first author. Th&%-files,
or look-up tables, may be fed into the IRAF routibeizzle during the data reduction process.
The values in the look-up tables specify the shifts requiceput an image in a "distortion-free"
reference frame. The errors in the distortion solutions alag be obtained at this site.

We thank the staff of the Keck Observatory, especially Randy@zell, Al Conrad, Jim
Lyke, and Hien Tran for their help in obtaining the obsemasi. We also thank Tuan Do, Quinn
Konopacky and Kieth Matthews for their helpful suggestionsthis work and the manuscript.
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University of California and the National Aeronautics ané@&pAdministration. The Observatory
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A. Differential Atmospheric Refraction

A pair of stars viewed through the Earth’s atmosphere wihdifferent separations depend-
ing on the zenith angle at which they are viewed. This effealte to differential atmospheric
refraction (DAR) and is described in detail in Gubler & Tyt(@®98), Lazorenko (2006), and La-
zorenko et al. (2007) There is both chromatic and achromatic differential atphesic refraction;
however, the achromatic term is at least 20 times larger tiichromatic term (Gubler & Tytler
1998). Sources at the Galactic center have similar colaegalthe high extinction and, as a result,
the chromatic term is negligible. Color differences for starM92, however, may result in small
residual systematic errors-Q0.2 mas) in our comparison of ground-based to space-basedas
try due to chromatic DAR, but this effect is smaller than tredeal distortion in ACS/WFC~0.5
mas). Therefore, the stellar positions in this work are @olyrected for achromatic DAR.

The true angular separation of two stars along the zenitction, Az =z -2z, is mod-
ified by differential atmospheric refraction such that theserved angular separation becomes
AZps = AZre— AR. Neglecting chromatic effects, the DAR terdAR) depends only on (1) the
observed zenith angle of star 1, (2) the wavelength of themhsons, (3) the observed zenith
separation of star 1 and star 2, (4) the temperature at trexaisry, (5) the pressure at the obser-
vatory, and (6) the relative humidity at the observatorye @&mospheric parameters of interest are
downloaded from an archive maintained at the Canada-Fridaeii Telescope (CFHT) These
values are recorded every five minutes, allowing us to fincgggropriate atmospheric conditions
on Mauna Kea within three minutes of the observation (Lu 20@8iring our observations, the
typical atmospheric conditions at night on Mauna Kea hawgperature of 272 K, a relative hu-
midity of 10%, and a pressure of 617 millibars. Figure 4 shdassthese typical conditions, the
magnitude of DAR. We also show the actual magnitude of theefée the individual images as
points along the 10" case, showing that the variations iditmms do not have a significant effect
on DAR.

4See also Evans, D. W., “Atmospheric Differential Refractio the Infrared”, 2004ht t p: / / www. ast . cam
ac. uk/ vdf s/ docunent at i on. ht n

Shttp:// kil oaol oa. soest. hawai i . edu/ ar chi ve/ wx/ cf ht/



Table 1. Summary of M92 Images

Daté PA  (X,Y)es®?  AKXY)S El Temp Pressure RH AR®  tepixcoadd (FWHM) (Streh)  Nstars  Nstars (opos)
(um) (pix) (pix) (deg) (K) (mbar) % (mas) (sec) (mas) detected edis  (pix)
2007 June 21 0 508, 512 0,0 53 271.2 616.8 92 2.74 x B 49 0.55 105 69 0.037

254, -252 53 271.1 616.7 89 2.77 48 0.55 145 58 0.035
251, 252 52 271.1 616.7 89 2.81 48 0.57 112 46 0.045
-251, -252 52 271.3 616.7 93 2.84 48 0.59 176 56 0.034
-253, 250 51 271.3 616.7 93 2.89 49 0.54 110 57 0.037

251,0 51 271.2 616.7 95 2.93 48 0.60 124 58 0.044
-251,-1 50 271.2 616.7 95 2.97 47 0.59 115 64 0.049

2,-250 50 271.1 616.7 96 3.02 47 0.58 124 47 0.063

0, 253 49 271.0 616.6 97 3.07 46 0.61 94 51 0.058

2007 July29 90 457,499 0,0 67 272.9 615.3 11 2.07 x6@ 45 0.64 73 47 0.031

255, -251 67 272.9 615.3 11 2.07 45 0.72 53 38 0.048
251, 255 67 272.9 615.3 12 2.07 45 0.68 84 41 0.042
-249, -251 67 272.9 615.2 12 2.07 46 0.66 65 40 0.052
-252, 251 67 272.9 615.2 13 2.07 45 0.69 132 52 0.031

254, 2 67 272.9 615.3 13 2.07 45 0.71 72 44 0.021

-252,0 66 272.9 615.2 13 2.08 45 0.72 93 48 0.037

3,-250 66 272.8 615.2 12 2.09 44 0.73 69 47 0.029

-2,253 66 272.8 615.2 12 2.10 45 0.72 92 51 0.024
-125, -124 65 272.8 615.2 12 211 45 0.72 85 50 0.026
128, -375 65 272.8 615.2 13 212 45 0.73 89 48 0.030
126, 129 65 272.8 615.2 12 2.14 45 0.70 84 54 0.030
-374,-376 64 272.8 615.2 13 2.16 46 0.69 47 33 0.033
-378, 126 64 272.8 615.2 12 2.18 46 0.68 74 39 0.067
128, -123 63 272.9 615.2 12 2.20 46 0.67 77 49 0.038
-374,-125 62 272.9 615.2 12 2.22 46 0.67 72 38 0.032
-121, -374 62 272.9 615.2 12 2.25 46 0.67 51 38 0.028
-127,129 61 273.0 615.2 11 2.27 46 0.66 87 45 0.045
127,-121 60 273.1 615.1 11 231 46 0.65 81 47 0.045
380, -373 60 273.2 615.1 12 2.34 47 0.63 52 33 0.071
378,132 59 273.1 615.1 12 2.38 46 0.65 51 39 0.025
-126, -373 58 273.3 615.1 12 241 46 0.66 54 36 0.032
-128, 130 57 273.3 615.1 11 2.46 47 0.65 76 45 0.031

381, -120 56 273.3 615.0 11 2.50 47 0.64 43 35 0.040



Table 1—Continued

Daté® PA  (X,Y)as? A(X,Y)C El Temp Pressure RH AR®  tepixcoadd (FWHM) (Streh)  Nstars  Nstars (opos)f
(uT) (pix) (pix) (deg) (K) (mbar) % (mas) (sec) (mas) detected edus  (pix)

-127,-120 56 273.4 615.0 10 2.55 47 0.61 64 43 0.022
129, -371 55 273.3 615.0 12 2.60 47 0.63 54 39 0.040
124,133 54 273.3 614.9 11 2.66 48 0.60 79 47 0.036

2008 Apr28 180 496, 477 0,0 67 271.0 615.8 82 2.08 <68 47 0.56 31 20 0.022
252, -252 67 271.0 615.7 81 2.08 48 0.53 32 0 -1.000
248, 253 67 271.0 615.8 83 2.08 48 0.55 55 15 0.061
113, -375 63 2715 616.0 70 2.23 48 0.54 12 0 -1.000
-143,-120 59 271.0 616.0 77 2.39 51 0.44 13 9 0.022

2008 June 3 0 776,573 0,0 42 273.3 616.0 64 3.85 x@.5 50 0.47 30 0 -1.000
4,4 42 273.2 616.1 65 3.89 51 0.48 32 0 -1.000
-4,0 42 273.2 616.1 65 3.93 58 0.29 29 0 -1.000
4,0 41 273.2 616.1 65 3.97 54 0.38 32 0 -1.000
-4,3 41 273.2 616.1 65 4.01 54 0.38 25 0 -1.000
-5,-4 41 273.2 616.1 65 4.05 54 0.40 26 0 -1.000

2008 July24 45 173,565 0,0 50 271.6 617.2 39 3.03 X2 66 0.35 128 32 0.077
0, -49 49 271.6 617.2 39 3.07 63 0.35 110 35 0.068
0,-100 49 2716 617.1 39 3.11 72 0.30 88 30 0.065
1,-149 48 271.6 617.1 39 3.16 72 0.29 89 30 0.089
3,-199 48 271.6 616.9 39 3.21 51 0.46 131 45 0.065
2,-249 a7 271.6 616.9 39 3.26 86 0.22 89 21 0.067

2009 May 9 0 910, 668 0,0 66 270.6 614.6 36 211 B8 52 0.45 18 10 0.072
1,-153 66 270.6 614.6 36 2.12 49 0.50 19 15 0.031
3,-304 65 270.6 614.6 36 2.13 49 0.47 19 16 0.026
-154, -2 65 270.5 614.6 36 2.14 51 0.48 25 17 0.036
-153, -154 65 270.5 614.7 36 2.15 47 0.58 30 25 0.036
-152, -305 64 270.5 614.7 36 2.16 50 0.47 27 22 0.038
-305, -4 64 270.8 614.7 35 2.17 50 0.51 23 19 0.034
-305, -155 64 271.0 614.7 35 2.18 56 0.38 26 12 0.041
-302, -306 63 271.0 614.7 35 2.20 63 0.30 22 13 0.033



Table 1—Continued

Daté PA  (XY)es®  AXY)C El Temp Pressure RH AR®  tgpixcoadd (FWHM) (Streh)  Nstars  Nstars (opos)f
((S1)) (pix) (pix) (deg) (K) (mbar) % (mas) (sec) (mas) detected edus  (pix)
2009 May 9 90 365,411 0,0 62 270.8 614.6 35 2.27 x®8 49 0.49 25 19 0.025
2,-153 61 270.8 614.6 35 2.29 50 0.48 24 17 0.028
0, -302 61 270.8 614.5 35 231 50 0.47 10 8 0.031
-151, -1 60 270.8 614.5 35 2.33 50 0.48 28 19 0.061
-152, -154 60 270.8 614.5 36 2.35 47 0.56 29 22 0.035
-149, -304 59 270.8 614.5 36 2.37 46 0.67 26 20 0.020
-302, -4 59 270.6 614.5 36 2.40 46 0.61 35 24 0.023
-304, -156 58 270.7 614.5 34 242 46 0.64 29 26 0.025
-301, -305 58 270.7 614.5 34 245 48 0.53 18 15 0.030
2009 May 9 315 697,499 0,0 56 271.1 614.5 33 2.55 <68 45 0.67 38 27 0.055
2,-152 55 271.1 614.5 33 2.58 45 0.68 48 29 0.055
0,-304 55 271.0 614.4 34 2.62 45 0.67 58 30 0.060
-152,0 54 270.7 614.3 35 2.66 47 0.56 35 22 0.044
-148, -154 54 270.7 614.3 35 2.69 56 0.32 21 13 0.085
-149, -305 53 270.7 614.3 35 2.74 50 0.45 43 18 0.078
-300, -2 53 270.6 614.4 35 2.78 50 0.45 25 18 0.044
-301, -154 52 270.6 614.5 35 2.82 59 0.29 21 13 0.063

22008 June 3 data set taken in LGS-AO mode. All other data dets taith NGS-AO.

bposition of guide star in first image of a given epoch.
CPositional offset of guide star in NIRC2 pixels relative tsfipointing of epoch.

dRelative Humidity.
eDifferential Atmospheric Refraction over 10".

flmages thrown out are given a value of -1.0 for the averageipnal uncertainty.
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Table 2. Maser Astrometric Errors

Star Name [IR- Radio] Position  Errorin IR Error in Radio Errorin  ARP
X Y Total Centroid Position Alignment

(mas) (mas) (mas) (mas) (mas) (mas) (mas)
IRS 9 -1.92 0.80 2.13 1.90 0.78 0.66 -2.27
IRS7 244 -7.80 8.19 1.60 5.30 0.71 2.24
IRS 12N -258 -326 441 3.86 1.30 0.95 -2.98
IRS 28 -3.42 3.80 5.29 2.42 1.50 0.67 -1.81
IRS 10EE -0.50 2.24 2.35 1.62 0.58 0.57 2.11
IRS 15NE 0.76 336 3.64 1.64 0.86 0.85 4.64
IRS 17 2.72 0.76 2.96 1.62 3.76 0.74 2.95

8Error in IR centroid includes distortion error and residdiatortion

bpifferential Atmospheric Refraction
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Table 3. NIRC2 Plate Scale and Orientation

Method Plate Scale Orientation
(mas/pix) (deg)
Calibrated w.r.t. ACS observations of M92 9.948.001+ 0.001  0.256+ 0.0064 0.001
Calibrated w.r.t. VLA observations of GC Masers 9.953.001 0.256+ 0.003
Final Value 9.9514-0.002 0.256-0.007

Note. — Statistical and absolute uncertainties are showth&ACS observations.
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Table 4. Absolute Astrometry of Known Late Type Stars in theda@tic Center

Name K Epoch Radius A R.A2 A Decl? Vx Vy Ref
(mag) (year) (arcsec) (arcsec) (arcsec) (masl/yr) (maslyr)

S0-12 14.3 2007.49 0.688 -0.555 0.406 €&9.2 3.5+1.2

S0-13 13.5 2007.30 0.692 0.550 -0.419 185 3.1+£ 0.6
S1-10 14.9 2007.33 1.112 -1.112 -0.020 40.6 2.2+ 0.6
S1-13 141 2007.68 1.485 -1.136 -0.956 -34.7 -7.5+£0.7
S1-15 14.0 2007.74 1.445 -1.356 0.499 ©.1.0 -3.2+ 1.1
S1-17 12.4 2007.33 1.586 0.476 -1.513 -@0.5 -5.7+£ 0.6

S1-20 12.7 2007.32 1.661 0.432 1.604 405 0.0+ 0.6
S1-23 11.7 2007.70 1.746 -0.908 -1.491 4D.7 -3.9+£ 0.7

S1-25 13.4 2007.34 1.777 1.666 -0.617 0.5 2.7+ 0.6
S1-5 12.7 2007.33 0.957 0.327 -0.899 -29.5 4.2+ 0.6
S1-68 13.4 2007.37 1.951 1.844 -0.637 -50.6 -5.5+ 0.6
S2-11 12.0 2007.31 2.063 1.970 -0.613 -@9.5 1.7£0.6
S2-18 13.2 2007.33 2.362 -0.994 -2.143 29.6 -1.9+ 0.6
S2-19 12.5 2007.31 2.338 0.401 2.304 -£2.6 1.3+ 0.6
S2-2 13.9 2007.30 2.145 -0.530 2.079 29.6 5.0+ 0.7
S2-23 14.5 2007.31 2.406 1.651 1.750 -+£D.5 -1.9+ 0.6
S2-25 13.8 2007.40 2.547 0.751 -2.433 2D0.6 3.3+ 0.6
S2-26 13.8 2007.34 2.475 0.773 2.351 £0.6 -13.7£0.7
S2-3 14.3 2006.88 2.081 -1.531 -1.409 9.8 -2.7+£0.8
S2-31 13.1 2007.37 2.786 2.779 -0.196 -69.5 1.3+ 0.6
S2-32 12.2 2007.24 2.999 1.125 2.780 ©4.8.5 1.9+ 0.6
S2-47 14.3 2007.43 2.255 2.194 -0.521 &D.6 1.8+ 0.6
S2-57 14.4 2007.52 2.404 -1.174 -2.098 &D.7 4.3+ 0.7
S2-67 135 2007.26 2.628 -2.482 -0.866 20.6 -6.3+ 0.6
S2-69 14.7 2007.53 2.690 -0.878 2.542 +D.7 5.4+ 0.7
S2-70 14.4 2007.53 2.692 -2.662 0.401 6.D.9 -1.9+ 0.9
S2-72 14.9 2007.55 2.699 -1.480 -2.257 -69.7 6.8+ 0.7
S2-75 145 2007.34 2.773 2.635 -0.865 -&4.5 4.8+ 0.6
S2-78 13.6 2007.69 2.828 -2.814 -0.284 20.7 0.6+ 0.8
S2-8 12.1 2007.70 2.152 -1.963 0.882 0.7 2.7£0.8
S2-85 12.4 2007.23 2.972 -1.278 2.683 -£9.5 -2.8+£ 0.6
S3-136 145 2007.41 3.337 -3.019 -1.420 -8.8.7 0.3+ 0.7

S3-14 13.8 2007.26 3.083 0.139 3.079 1BP5 -3.2£0.6
S3-187 14.4 2007.60 3.480 -3.400 -0.745 +0.7 -0.3£ 0.7
S3-198 13.6 2007.29 3.516 0.651 3.455 -©.8.5 -1.1+ 0.6
S3-20 14.6 2007.46 3.207 1.584 -2.789 -©0.6 0.6+ 0.6
S3-207 13.9 2007.42 3.555 1.541 3.204 20.6 3.0+ 0.6
S3-22 11.2 2007.58 3.226 -0.349 -3.208 x0.7 -1.8+ 0.7

S3-249 14.4 2007.82 3.623 -3.381 1.301 €.95.7 -7.5+£0.8
S3-27 14.1 2007.29 3.355 -0.324 3.340 -+6.5 -5.8+ 0.6
S3-284 13.6 2007.31 3.739 -2.574 2.712 +8.6 0.5+ 0.6
S3-288 14.1 2007.25 3.754 -2.767 2.536 -8.8.5 0.5+ 0.6
S3-35 13.8 2007.42 3.508 -1.199 3.296 44.6 -3.8+£ 0.7
S3-36 14.7 2007.33 3.563 3.467 -0.817 1D.6 1.0+ 0.6

PR NNNNRPNNREPNNRPNNRPNRPRPRNNRRPRPRPRPRPRPRPRLPRNRPRPREPREPRPRRPRERPRERRERRERERELR

S3-39 13.4 2007.57 3.726 3.563 1.089 -28.6 -1.8+£ 0.7
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Table 4—Continued

Name K Epoch  Radius AR.A2 A Decl? Vx vy Ref°
(mag) (year) (arcsec)  (arcsec) (arcsec) (maslyr) (maslyr)
S3-6 12.9 2007.40 3.230 3.229 -0.030 06 -7.4+0.6
S3-8 13.9 2007.47 3.448 3.412 -0.497 -69.6 -0.6+0.6
S4-1 13.3 2007.55 4.029 4.013 -0.364 4406 0.1£0.6
S4-161 13.6 2007.53 4.420 4.412 -0.261 366 19+06
S4-2 124 2007.38 4.107 3.758 1.658 95 -2.1+06
S4-207 11.4 2007.68 4.557 -4.059 -2.072 108 -1.5+0.8
S4-221 14.3 2007.36 4.607 2.671 -3.754 £86 -45+£06
S4-24 13.8 2007.25 4.063 -0.730 3.996 2D5 22406
S4-25 13.9 2007.43 4.085 2.449 3.270 +£96 4.0+06
S4-3 12.9 2007.47 4.212 4.210 0.121 395 14406
S4-342 14.0 2007.40 4.938 3.063 3.873 #96 -29+0.6
S4-4 11.9 2007.50 4.340 3.600 -2.424 D6 -6.2+0.6
S4-46 14.7 2007.57 4.122 3.846 -1.484 4106 1.9+0.6
S4-59 13.6 2007.21 4.121 -3.161 2.644 86 0.8+0.6
S4-6 12.8 2007.42 4.272 3.276 -2.742 296 -3.1£06

S5-168 141 2007.43 5.680 4.378 3.619 286 0.0£0.6
S5-170 14.0 2007.61 5.707 4.219 3.843 286 -2.6+0.7
S5-215 10.5 2006.60 5.978 -3.695 -4.698 +4.0 -47+£1.0

S5-34 13.8 2007.53 5.121 -4.328 -2.737 +4.1 -3.0f£11
S5-47 13.2 2007.25 5.160 2.867 4.290 &8.5 5.4+ 0.6
S5-83 14.6 2007.52 5.293 5.211 -0.930 326 -6.3£0.6
S5-92 13.5 2007.35 5.336 4.291 3.171 206 -2.8+0.6
S6-24 14.3 2007.47 6.222 5.084 3.588 £9.6 2.1+ 0.6
S6-67 135 2007.50 6.644 5.050 4.317 586 21+06
S6-71 14.9 2007.68 6.800 5.260 4.309 386 25+0.7
S6-83 10.5 2007.39 6.969 6.912 0.897 205 -23+05
S6-84 10.9 2007.44 6.967 6.964 -0.200 &85 -28+05
S6-85 12.3 2007.39 6.390 6.225 -1.445 20.5 3.8+ 0.5
S6-86 12.4 2007.35 6.169 5.765 2.195 +96 -43+0.6
S7-8 10.4 2007.39 7.285 7.045 1.855 9.5 1.0+ 05

irs15SW 10.7 2007.21 11.718 -0.613 11.702 807 17+08
irsINE 10.9 2007.42 7.833 7.674 1.570 -&®5 -3.6+05

irs1SE 10.6 2007.41 7.527 7.515 -0.434 £9.5 2.2+£05
irs29S 11.2 2007.72 2.076 -1.841 0.960 &8.7 0.6+ 0.8
irs7 7.4 2007.22 5.523 0.034 5.522 -&30.5 -4.2+0.6

- 12.0 2007.22 8.114 3.676 7.234 330.5 4.1+ 0.6
- 121 2007.13 11.913 4.483 11.038 -Z10.5 1.8+0.6
- 12.3 2007.55 11.454 9.482 6.425 2108 -0.1£0.9
- 12.3 2007.23 4.917 1.455 4.697 -#00.5 5.0+0.6
- 12.5 2007.28 6.977 3.040 6.280 330.6 3.3+ 0.7
- 12.6 2007.32 8.362 7.973 2.521 @80.6 2.3+ 0.6
- 12.6 2007.14 7.506 1.003 7.439 H80.5 2.1+ 0.6
- 12.7 2007.22 4.851 -0.860 4.774 -H20.5 -1.8£0.6
- 12.7 2007.32 11.539 8.156 8.162 -&%0.5 0.6+£0.6
- 12.6 2007.44 5.740 5711 0.575 -#60.5 -4.5+0.6
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Table 4—Continued

Name K Epoch  Radius ARA2 A Decl? Vx vy Ref
(mag) (year) (arcsec) (arcsec) (arcsec) (maslyr) (maslyr)
- 13.0 2007.15 6.213 -2.986 5.448 -2A90.5 -0.6+0.6

- 10.6 2007.08 8.764 -2.260 8.467 -350.5 4.0+0.7
- 13.1 2007.11 11.685 0.025 11.685 -x10.5 -0.8+0.7
- 13.3 2007.31 9.157 5.963 6.950 450.5 1.2+ 0.6
- 13.2 2007.27 8.931 3.572 8.186 -200.5 2.7£0.6
- 10.7 2007.37 9.538 8.599 4.127 4005 0.9+0.6
- 13.3 2007.39 9.650 8.401 4.749 @105 -3.3+:0.6
- 13.3 2007.13 10.384 1.430 10.285 -4£8.5 55+07
- 13.2 2007.19 4.753 1.332 4.563 -310.5 -0.6£0.6
- 135 2007.42 10.219 5.534 8.591 #90.6 -25+0.7
- 134 2007.39 9.985 9.036 4.248 -30.5 3.1+£0.6
- 135 2007.48 10.167 9.695 3.063 4306 -40£05
- 13.7 2007.46 7.379 6.242 -3.937 360.6 -1.3+0.6
- 13.6 2007.24 10.262 3.559 9.625 0.5 1.9+07
- 13.6 2007.23 7.570 2.723 7.063 -#30.5 -4.8+£0.6
- 13.5 2007.33 6.911 5.112 4.650 H50.5 -3.7£0.6
- 13.7 2007.58 10.339 10.336 -0.255 106 -54+0.6
- 13.7 2007.44 7.923 7.406 2.816 -#20.6 3.5+ 0.6
- 13.7 2007.12 8.574 -1.135 8.498 -390.5 1.1+0.7
- 13.7 2007.28 11.864 8.839 7.914 106 0.2£0.6
- 14.0 2007.51 15.513 10.237 11.655 -&0.7 4.2+07
- 13.7 2007.37 6.533 4.526 4.712 H405 0.1+ 0.6
- 13.9 2007.28 12.091 5.809 10.604 D6 4.1+0.7
- 13.9 2007.25 9.917 7.448 6.548 @10.6 0.8+ 0.6
- 13.9 2007.35 10.186 8.510 5.598 2405 -24+06
- 13.9 2007.31 9.995 6.385 7.689 -#50.6 1.2+ 0.6
- 13.8 2007.23 9.990 4.311 9.011 -590.5 2.2+0.6
- 14.0 2007.27 12.543 10.483 6.886 &®6 0.7+0.6
- 13.8 2007.55 6.924 6.686 1.800 -2£/0.6 0.8+ 0.6
- 14.0 2007.17 8.530 -3.577 7.743 @80.6 3.3+ 0.7
- 14.0 2007.16 6.694 -5.686 3.532 -2£10.6 0.2+ 0.7
- 13.8 2007.28 12.841 5.469 11.618 x0.6 2.7+ 07
- 14.0 2007.34 12.113 9.001 8.106 230.6 1.2+ 0.6
- 14.1 2007.11 10.123 0.372 10.117 -£10.5 1.2+0.7
- 14.0 2007.31 8.835 2.983 8.316 -330.5 0.4+0.6
- 14.0 2007.51 6.840 6.701 1.375 H80.6 2.7+ 0.6
- 14.2 2007.25 12.758 5.917 11.303 -&@®.6 4.2+0.7
- 13.9 2007.33 9.014 3.905 8.124 -@£20.6  -6.0£0.7
- 141 2007.32 8.809 6.893 5.485 -#20.5 3.0+ 0.6
- 14.2 2007.42 7.280 7.274 -0.287 -#30.5 -5.8+£0.5
- 14.3 2007.13 11.909 -3.490 11.386 -3®M.7 0.8+0.8
- 14.2 2007.16 10.443 3.044 9.990 &05 3.2+06
- 14.2 2007.27 11.022 6.621 8.812 #3906 0.8+0.6
- 14.1 2007.41 7.441 3.526 6.552 -£10.6 2.8+ 0.7
- 14.0 2007.29 6.301 -1.264 6.173 -4£10.6 0.5+ 0.7

NNPNPNPNNPNNNONMNNNNDNNMNNNNNNNNNNNNNNDNDNDNNDNNNNNNDNNMNNDNDMNNNNNNNNNNNNNNDNDNDNNDNDDNODDN



— 25—

Table 4—Continued

Name K Epoch Radius A R.A2 A Decl? Vx vy Ref
(mag) (year) (arcsec)  (arcsec)  (arcsec) (maslyr) (maslyr)
- 14.3 2007.47 9.265 -0.699 9.238 -H60.6 -1.6+0.8

- 14.2 2007.34 9.922 9.386 3.217 2706 -42+0.6
- 14.2 2007.54 6.974 5.016 4.846 -550.6 -5.7£0.6
- 14.2 2007.21 12.076 3.408 11.585 496 42+08
- 14.3 2007.44 7.787 7.074 -3.256 2406 -1.8£0.6
- 14.2 2007.52 6.357 6.304 0.823 -330.6 2.7+ 0.6
- 14.3 2007.27 9.753 4.003 8.894 @80.6 3.2£0.7
- 14.4 2007.66 8.789 5.175 7.104 -a50.6  -6.3£ 0.7
- 14.6 2007.37 8.281 7.370 3.776 380.6 2.7+ 0.6
- 14.5 2007.19 9.257 2.158 9.002 -a220.5 -2.9£0.7
- 14.6 2007.57 8.475 -3.855 7.548 -340.7 -2.3+£0.8
- 145 2007.54 6.054 6.025 -0.589 -370.6 -5.2+£0.6
- 14.5 2007.36 7.273 4.755 5.504 300.6 -4.8+:0.6
- 14.6 2007.59 10.027 3.946 9.218 0.6 43+£07

- 14.6 2007.21 5.735 -1.087 5.631 2406  3.0+£0.7
- 14.6 2007.48 6.963 4.220 5.538 @0.6 -3.1£0.7
- 145 2007.32 6.698 3.023 5.977 4406 -1.5+0.6
- 14.8 2007.39 6.968 -3.131 6.225 -340.6 -4.6£0.7
- 14.6 2007.42 7.576 3.506 6.715 -280.6 2.8+£0.7

- 14.7 2007.47 12.089 11.086 4.820 ®@®.6 -3.3£0.6
- 14.5 2007.50 11.292 7.306 8.610 -&0.6 04+0.7
- 14.7 2007.42 9.138 7.637 5.018 -&:70.6 1.2+ 0.6
- 14.7 2007.43 8.455 5.658 6.282 H10.7 2.3+£0.7
- 14.8 2007.71 12.108 11.304 4.339 D6 57+0.6
- 14.9 2007.48 12.568 12.299 2.588 0.7 -1.1£0.7
- 14.8 2007.56 7.856 5.993 5.079 -2600.6 -0.4£0.6
- 14.9 2007.79 10.663 10.183 3.161 49.7 -21+£06
- 14.9 2007.71 9.188 4.435 8.046 @:10.7 1.8+ 0.7
- 14.9 2007.45 6.931 6.708 -1.746 -340.6 1.2+ 0.6
- 14.9 2007.23 8.897 2.658 8.491 -2660.6 6.3+ 0.7
- 11.7 2007.37 9.190 8.101 4.339 -H90.5 -2.2£0.6
- 14.9 2007.54 8.316 1.924 8.091 650.7 -1.4+0.8
- 14.9 2007.41 8.706 2.764 8.256 -a80.6 2.4+0.7
- 14.9 2007.89 9.713 9.501 1.537 207 -0.2£0.7
- 11.6 2007.29 6.857 4.327 5.319 -@:70.5 -0.8£0.6
- 11.9 2007.13 9.749 -0.547 9.733 -@30.5 0.7£0.7

NN PNNNONNNDNONNNNNNNNNNNNNNNDNDNDNDNDNDNNDNDNNDNNDNNMNNDNDNNNNNNNNDNDNDNDNDDN

8Uncertainties in positions are typicaly0.6 mas

bReferences for late-type identification: (1) Do et al. 20@9 Buchholz et al. 2009
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Fig. 1.— ACS/WFC image with the 79 NIRC2 pointings. The red dasteel of each NIRC2 box
denotes the top of the detector’s field of view. Each NIRC2 figltidx 10", while the ACS image

shown is~30x30". The pattern for the individual epochs’ exposures arevshio the insets.
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Fig. 2.— Diffraction-limited NGS-AO NIRC2 image of one of thedd fields used to characterize
the optical distortion in the NIRC2 camera. The circled stath@ center of the image, the NGS
and two fainter stars, are present in most of the M92 NIRC2 ohsiens and are used to register
the images, each of which had a different position/oriéoiadn the sky. The NGS and the circled
star ~5" to its east were almost always detected at levels thatagatlithe detector and were

therefore removed from the analysis (see text).
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Fig. 3.— NIRC2 (plate scale-10 mas/pix) positional uncertainties for stars matchedht® t
ACS/WEFC star list beforeréd) and after blue) removing all outliers (see text). RMS uncertainties
are calculated from the three images taken at each posiidimeosky.
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Typical Keck Observations
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Fig. 4.— The predicted differential atmospheric refract a range of elevation angles fgpical
observing conditions at Keck. DAR causes the separatiowoftars to appear smaller along the
zenith direction and the change in the separation is showthfee pairs of stars separated by
17, 5”, and 10". The black dots show the amount of DAR over tBé fleld for each of the M92
observations used in the distortion solution. These asebffom the predicted curvel) because
the atmospheric conditions differed slightly from the gadiconditions at Keck. The range of our
GC and M92 observations are also shown.
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Fig. 5.— Optical distortion in the NIRC2 camera obtained frazsifional measurements of stars in
the globular cluster M92. Arrows indicate the differenceAmen measurements made with NIRC2
(arrow tail) and ACS/WFC &rrow head), which has a well characterized distortion solution to the

~0.5 mas level (Anderson & King 2006; Anderson 2007). The twares show pre-t¢p) and
post- pottom) trimming.
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NIRC2 Distortion Solution in X NIRC2 Distortion Solution in Y
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Fig. 6.— Distortion solution in the form of a look-up tablerf& (left) and Y {ight). The tables

gives the X and Y values for each pixel required to remove ftbiecal distortion from NIRC2

images. This was generated by fitting a surface to the distonbap in the bottom of Figure 5.
The images are shown in linear stretch.

Distortion Solution Uncertainty (X) Distortion Solution Uncertainty (Y)
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Fig. 7.— RMS error of the 1000 simulations of the distortiotusion in FITS file format for X
(left) and Y (ight). The images are shown in linear stretch.
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Fig. 8.— (Left) Distribution of the shifts in the distortion solution loalp table over all NIRC2
pixels. Right) Distribution of the RMS uncertainties from the 1000 simigas of the distortion
solution for X (ted) and Y (blue). The average errors in X and Y are 04504 and 0.04:0.02

pix, respectively.
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Fig. 9.— Differences between stellar positions in Galacéinter images taken at PA=20&rfow

tail) and PA=0 érrow head) after applying the pre-shifgdp left), PBC ¢op right), and the new

1200

(bottom) distortion solution. While some residual distortion rensgimuch of the structure seen
after using the pre-ship solution is removed with the newtsah.
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Fig. 10.— NIRC2 K’ mosaic image of the Galactic center. The fidld is 22"x 22", approxi-
mately centered on Sgr Atéd cross). The black boxes show the nine dither positions making up
the mosaic, with each box corresponding to thexiT0" NIRC2 field of view. The 7 SiO masers
used in our absolute astrometry are circled.
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Fig. 11.— Pair-wise analysis on widely-dithered Galacenter data taken in 2006 May. The
RMS of the positional offsets from IRS16SW-E are plotted. Tlispcompare the RMS values
from images corrected with the new versus the pre-shipriistosolution (eft) and the new versus
the PBC distortion solutiorright).
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Fig. 12.— Histogram of the difference between absolute afadive velocities of the infrared stars
in the Galactic center. The average velocity difference 146 0.07 and 0.38: 0.06 mas/yr in
the East-West and North-South directions, respectivdig Vertical bar shows the velocity of the
black hole relative to the stellar cluster as derived fromdrbit of SO-2 (Ghez et al. 2008).



