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ABSTRACT

The recent advent of adaptive optics systems on 8-10 m a@#sscopes has al-
lowed for sub-milliarcsecond astrometry from the groundaowide variety of as-
tronomical objects. However, while the relative astrometi the Galactic center is
currently limited to a mere-0.2 mas, thabsolute astrometry in this region has been
limited to ~6 mas at Keck. In this paper, we identify and correct majoitéitions to
our absolute astrometry - geometric optical distortion différential atmospheric re-
fraction. These effects introdueel-5 mas scale distortions over the spatial scales of
the SiO masers that are used to define the absolute referance for proper motions
of stars at the GC. With new observations of M92 at a wide waoéfpositions and
orientations, we improve upon existing geometric distortsolutions for the NIRC2
narrow camera at the W. M. Keck Il 10 m telescope. Post-fitlesds are reduced by
a factor of~2-4 over previous solutions. To illustrate the impact of tenements
made here, we show that an absolute astrometric referegnoe fior the Galactic cen-
ter can now be established to within 0.3 mas/yr, which is tofaaf >3 improvement
over earlier work. Furthermore, we report on updated proggeof the central super-
massive black hole based on the orbit of the central arcsestam, SO-2. The gains
in our astrometric accuracy will also improve our abilityrteeasure relatively small
stellar accelerations at large radii. This distortion soluis available to the public in
the form of FITS files.
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1. Introduction

High angular resolution astrometry has been a very poweetthnique for studies of the
Galactic center (GC). Over the last decade, it has revealegermassive black hole (Eckart &
Genzel 1997; Ghez et al. 1998), a disk of young stars suriogride central supermassive black
hole (Levin & Beloborodov 2003; Genzel et al. 2003; Paumaial.€2006; Lu et al. 2009), and an
eccentric orbit for the Arches, a massive young star cluststed at a projected galacto-centric
distance of 30 pc (Stolte et al. 2008). While the speckle imggiork carried out on the Galactic
center in the 1990's had typical centroiding uncertainties'1 mas, recent deep, adaptive optics
(AO) images have improved the precision of stellar ceningidy a factor of~6-7, significantly
increasing the scientific potential of astrometry at theaGat center (Ghez et al. 2008; Gillessen
et al. 2009). Further gains in astrometric precision coaltilto ultra-precise measurements of
the distance to the Galactic centegYRneasurements of individual stellar orbits at larger gaka
centric radii, and, more ambitiously, to measure post-idevain effects in the orbits of short-
period stars (e.g., Jarosmki 1998, 1999; Salim & Gould 1999; Fragile & Mathews 2000bRar
& Eckart 2001; Weinberg et al. 2005; Zucker & Alexander 20B¥aniotis 2007; Nucita et al.
2007; Will 2008). Such gains will also probe the possibilityat the supermassive black hole
is moving with respect to the central stellar cluster dubegito the gravitational influence of a
massive companion, or from a systematic effect producedipyaper alignment of images. High
precision in the absolute astrometric reference framegaired in order to distinguish between
these possibilities.

Two factors that currently limit astrometric measuremefitgars at the Galactic center are (1)
the level to which AO cameras’ geometric distortions arevikm@nd (2) differential atmospheric
refraction (DAR), which has not yet been explicitly corretfer in any Galactic center proper
motion study (Ghez et al. 2008; Gillessen et al. 2009). Whplécal distortion from an infrared
camera is expected to be static, distortion from the AO systed the atmosphere not corrected
by AO, is not. Initial estimates of the optical distortions fAO cameras are generally based
on either the optical design or laboratory test, which do perfectly match the actual optical
distortion of the system. Both uncorrected camera distostiand DAR leave-1-5 mas scale
distortions over the spatial scales of the SiO masers teaised to define the absolute reference
frame for proper motions of stars at the Galactic center ésge Reid et al. 2007). These are
significantly larger than the-0.2-0.3 mas precision achieved in the relative astromdt gz
et al. (2008) and Gillessen et al. (2009). While the impactidhase effects on relative astrometry
has been minimized by mapping the coordinate systems dadrdifft epochs of observations to
a reference set of measurements, allowi@2-0.3 mas precision in the relative astrometry to
be achieved, the full impact of these effects is imposed @olate astrometric measurements.
Therefore, correcting these effects would have the grestgsovement on absolute astrometric
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measurements. However, relative astrometry would alsepeoved by eliminating these effects
before the images, which are obtained at different timesoaodsionally different orientations, are
combined.

In this paper, we identify and correct for two effects thatreatly limit the astrometric accu-
racy and precision of Keck AO measurements of the GalactiteceSpecifically, we (1) obtain a
new, publically-available distortion solution for the iafed imaging camera behind the Keck AO
system (NIRC2) and (2) correct for DAR. Furthermore, havingexted for these effects, we show
that an absolute astrometric reference frame for the Galesnter can be established to within 0.3
mas/yr (~12 km/s at the distance to the GC). As an illustration of ourroupd reference frame,
we derive a new orbit for the star, S0-2, and report on updategerties of the supermassive black
hole. Section 2 presents observations and analysis of diellglr cluster, M92, that were used to
derive the first distortion solution for NIRC2 that is based onséty measurements, as opposed
to NIRC2’s internal pinhole mask. We present the results asi$ t&f the distortion solution in
83. In 84 we apply this solution, along with corrections fok®), to observations of the GC and
report on our absolute astrometry as well as on the updatedateotential. While this work has
been carried out in the context of the Galactic center, the distortion solution also benefits a
wide array of other science that is currently being carrietivath NIRC2, including astrometric
studies of extrasolar planets (Marois et al. 2008), browarflwinaries (Konopacky et al. 2007;
Liu et al. 2008; Dupuy et al. 2008), compact objects (Camerokutkarni 2007), and external
galaxies (e.g., Max et al. 2005).

2. Observations& Analysis
21 M92 (Keck)

Observations of the globular cluster M92 (NGC 634% 17 17 07.27) = +43 08 11.5) were
made from 2007 June to 2009 May using the AO system on the W.ddk K 10 m telescope with
the facility near-infrared camera NIRC2 (PI: K. Matthews)!| iklages were taken with the narrow
field camera, which maps the 1024024 pix array into~10"x 10" field of view, and through the
K’ (Ao=2.12 um, AX=0.35um) band-pass filter. While the Natural Guide Star adaptivecspt
(NGSAO) system was used to obtain the majority of the data,Léser Guide Star (LGS) AO
system was used for one run in 2008 June. The NGSAO atmospiwerections and the LGSAO
low-order, tip-tilt corrections were made using visiblesebsations of USNO-B1.0 1331-0325486
(R = 8.5 mag). The atmospheric conditions and AO correctionthe observations yielded point
spread functions (PSFs) that, on average, had Strehl &ftie8.55 and FWHM o~~50 mas.

M92 was observed at 79 different combinations of positiogles (PAs) and offsets (see
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Figure 1), with three identical exposures taken at eachtiipginT his allowed for a given star to fall
on several different parts of the detector over the couriobbservations. We note that the PA (
convention used here measures the angle (eastward) ofitte¥&’a columns with respect to North.
The field of view of NIRC2’s narrow camera contained the Nat@alde Star (NGS) in each
pointing, and in most cases two other nearby stars, whicltiecked in Figure 2; this facilitated
the process of combining the positional information frotroéthe different pointings. Empirical
centroiding uncertainties are estimated using the threg&®s at each pointing and computing the
RMS error of each star’s position. The typical centroidingenainty is~0.02 pix (~0.2 mas; see
Figure 3). Table 1 provides the details of the NIRC2 M92 obde&ma.

The M92 images are calibrated and stellar positions are uneasrom these images using
standard techniques. Specifically, the images are first @tk sky-subtracted, flat-fielded, and
bad-pixel and cosmic ray corrected. The images are thenhrmeugh the point spread function
(PSF) fitting progran®arFinder (Diolaiti et al. 2000), which is optimized for adaptive apstiob-
servations of crowded stellar fields to identify and chagaze stars in the field of viev@&arFinder
iteratively constructs a PSF from a set of bright stars irfigdd, which have been pre-selected by
the user. For M92, a total of 16 stars spread out across tleetdetare used to obtain a PSF that
is representative of the entire field. The resulting PSFes ttross-correlated with the image and
detections with a correlation peak of at least 0.7 are censaicandidate stars. Relative astrometry
and photometry are extracted by fitting the PSF to each catedgdar. This results in a star list for
each of the 237 NIRC2 images.

Final star lists for each pointing are produced by combir@agh set of three star lists from
images with the same observational setup. Three inititdreai are used to trim out fake or prob-
lematic source detections. First, only stars detected thrale images are kept, with final positions
that correspond to that from the first image. Second, we rerttoy two brightest stars (the NGS
and a comparably bright star5.1" to the east that appears in the images of 147 out of 23%#-poi
ings) and any other source identified within a 60-pixel)'6) radius of these stars (see Figure 2).
These two sources arel mag brighter than any other detected star and are ofteotddtat levels
that saturate the detector. Saturation leads to poor PSghimgtwith the empirical PSF estimate,
and consequently poor positional estimates for these targ,sts well as-20-50 false detections
in their halos. With these selection criteria, the 79 finat $ists contain a combined total of 3846
stellar position measurements of 150 independent stars.

2.2, M92 (HST ACSWFC)

To characterize the optical distortion in the NIRC2 camelia iteal to compare the measured
set of stellar positions to those in a distortion-free refiee frame. As this idealized reference
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frame does not exist, we choose observations of M92 madethétivell-characterized Advanced
Camera for Surveys (ACS) Wide Field Channel (WFC), which has & [geale~49.9933+
0.0005 mas/pix and position angle offset = -0.00860.0023 (van der Marel et al. 2007), as our
reference frame. The distortions in this camera have beanwed down to the-0.01 pix (~0.5
mas) level (Anderson 2005; Anderson & King 2006; Andersof7)(and is therefore a useful
reference for our purposes given the level of distortiohaNIRC2 camera.

HST observations of M92 were made on 2006 April 11 with bothE814W () and F606W
(V) filters as part of the ACS Survey of Globular Clusters (GO-B)MH1: A. Sarajedini). The
details of the observations, data reduction, and the agetgin of the M92 astrometric reference
frame can be found in Anderson et al. (2008), while the cgtalopositions themselves will be
made available in future papers and the World Wide Web.

2.3. Galactic Center (Keck)

The images with which we derive our absolute astrometry efGalactic center consist of
five widely-dithered (66") LGSAQO data sets, three of which are described in detailieZet al.
(2008). These mosaics required large dithers in order tgénTaSiO masers which are used to
define the absolute astrometric reference frame. Two nevemmagsaics were obtained in 2008
May and 2009 June. The former mosaic was identical to theJjrathile the latter only differed
in that we obtained 3 times more observations, resultingdaeper image o1 magnitude. The
typical positional uncertainty for these mosaics was 0.88.nThese observations are summarized
in Table 2.

The observations of the central 10" of the Galaxy which asglder relative astrometry and
to derive an updated orbit for SO-2 are described in detat@vious papers (Ghez et al. 2008; Lu
et al. 2009) with the exception of newly obtained LGSAO daterf 2008 and 2009. These data
consist of speckle imaging (1995-2005) and LGSAO imagirg®422009), totaling 41 epochs of
observation over 14 years. We obtained K’ observations efcéntral 10" in 2008 May, 2008
July, 2009 May, 2009 July, and 2009 September, all of whichewiaken with identical setups to
the LGSAO data described in Ghez et al. (2008). Briefly, thespd5C images were taken with
the NIRC2 camera at Keck using a 20-position random ditheepaih a 0'7 box, approximately
centered on Sgr A*. Typical positional uncertainties far 8peckle data sets werel mas, while
the LGSAO uncertainties were an order of magnitude moreiggeat 0.1 mas. This difference in
the relative astrometry from the 0.2 mas reported in Ghek €@08) to the 0.1 mas reported here
is a result of the improvements from this work. Table 3 sumpesrall the new imaging data sets
of the central 10".
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Three epochs of spectroscopy were also obtained in 2008 2088 July, and 2009 May to
add to the radial velocity measurements in Ghez et al. (2@830-2. These new observations
are summarized in Table 4.

3. Results
3.1. A New Distortion Solution for NIRC2

To find the best fit model for NIRC2's geometric optical distontirom the M92 observations,
one must account for the fact that the ACS/WFC data do not sitier differential atmospheric
refraction (DAR; see Appendix A), while the NIRC2 data come frgraund-based observations
and therefore will be affected by the earth’s atmosphere Fsgure 4). Differential atmospheric
refraction will compress an image, causing the apparerdraéipn between a pair of stars to be
smaller than their true separation. Since the stellar jpositare first geometrically distorted by
the atmosphere and then the telescope/instrument, it idd&sndo” these effects in the reverse
direction. During the data reduction process, it is theefoptimal to first correct for optical
distortion, then remove DAR from the images before comgavwith HST data. In contrast, the
optical distortion should be solved for using data that k@lve the effects of DAR included in
the images. We therefore choose to add DAR to the ACS/WFC star Because the effects
of DAR depend on the elevation and, to a much lesser extemattnospheric conditions of the
observations, it is necessary to create a separate DARfdramerd ACS/WFC star list for each
NIRC2 star list. To account for DAR, we follow the prescriptiam DAR given in Gubler & Tytler
(1998). The stellar positions are only corrected for actaticrDAR, as the error from chromatic
DAR is negligible relative to the residual distortion in AQ®EFC (~0.5 mas). As shown in Figure
4, the magnitude of the achromatic effect over the rangeesitibns for the M92 observations is
expected to be-2-4 mas across NIRC2's 10" field of view, along the elevatios.axi

Each of the NIRC2 star lists is then used as a reference cotedsyatem into which the
ACS/WEFC star list is transformed. In the alignment process AGS/WFC star list is transformed
by minimizing the error-weighted (NIRC2 positional erroregt displacement for all the stars,
allowing for translation, rotation, and a global plate scalhis process is described in greater
detail in Ghez et al. (2008) and Lu et al. (2009). Only soutbasare cross-identified in both the
NIRC2 and ACS star lists are used in the remaining analysis. Eneri9 separate alignments, a
total of 2743 matches in stellar positions are obtained total of 150 independent stars.

The mapping of ACS positions to NIRC2 positions shows clearnapstructure across the
detector, as expected from optical distortion (see FigyreHowever, some vector deviations
are inconsistent with those in their immediate surrounslinhese deviant measurements are
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found by examining the vector deviations in 20505 pixel bins and determining the average and
standard deviation. Anydoutliers in either the X or Y direction are removed. A total 43
measurements are removed based on this criterion. An adalitcut (>3 ) in each of these bins
is made on NIRC2 positional uncertainties, as they may varl véspect to detector position.
This cut removes 73 data points, four of which were also elated by the first cut. These bins
are examined a second time for vector outliers, as they afhenv a rather wide distribution.
The average and standard deviation in each bin are rectddudad the vector outliers (3 are
removed once again. This resulted in an additional loss oh@&surements.

Many of the eliminated measurements come from common stareages. We therefore
remove all measurements of the 9 out of 150 stars and of thed @8 images that were eliminated
more than 20% of the time by the sigma-clipping process. M#rthese problematic stars have
close neighbors (</@) that are not resolved or not well measured in the lowertation ACS
observations{ ~70 mas for the F814W observations). Similarly, the majootythe rejected
frames, have exposure times less than 10 sec, while thenagmdiames are at least 30 sec. This
results in significantly higher centroiding uncertaintiessidual atmospheric effects, and fewer
stars detected. Although the 2008 April data set had religtiong exposure times;t = 48 sec),
the observations were heavily impacted by clouds and they&@m was often unable to remain
locked on the NGS. Our final data set consists of 2398 positidaviations between ACS and
NIRC2, with typical centroiding uncertainty for the NIRC2 imagef 0.02 pix (0.2 mas). The
vector plot for this cleaned sample is shown in the bottomigtife 5.

A bivariate B-spline is fit to the distortion map (Figure 5)ngithe SciPy package interpo-
late, and a look-up table sampled at each of the KIBP4 NIRC2 pixels is subsequently pro-
duced. The effect of the smoothing factdr, (vhich is related to the number of nearest-neighbor
measurements used to calculate the smoothing) used intdrpafating routine was investigated
extensively in order to find a good compromise between th&edless of fit and the smoothness of
fit. The residuals between the original distortion vectorthie bottom panel of Figure 5 and the
computed shift at the nearest pixel (from the smoothed lgokable) were measured. The median
deviation is found to increase unfik-150, where it plateaus at a value©0.27 pix. We choose
for our interpolation the smoothing factor that gave neé#nly lowest median deviatiorf, = 135.
Although the deviations were lower for distortion solusaeated with smaller smoothing factors,
the edge effects were prominent in the look-up tables andigigbution of deviations was much
larger (see Dierckx (1995) for details on surface fitting #relchoice of smoothing factors). The
resulting look-up tables for shifts in X and Y are shown indfg 6, and are produced in the form
of FITS files that may be fed into the IRAF routiri@;izze (Fruchter & Hook 2002), to correct for
the optical distortion. Figure 7 shows a histogram of thedaes.

Uncertainties in the distortion solution were computed tigning 1000 Monte Carlo sim-
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ulations, in which the data were sampled with replacemehie RMS error with respect to the
distortion solution (i.e., the actual distortion solutimas taken as the average) was calculated at
each pixel and the results are shown in the bottom of Figuiiéhé.average errors in X and Y are
0.05 pix and 0.04 pix{0.4,~0.5 mas), respectively. We can see the uncertainties dnestigear
the edge of the detector, where less data exist. The unugetaare also shown in the form of a
histogram in Figure 7 along with a histogram of the distartsolution itself.

To solve for the global plate scale and orientation thatlte$tom this new solution, we re-
reduce the raw NIRC2 observations of M92 from 2007 July, andiyapprections for distortion
and DAR to these images. The distortion correction and DARection are applied to each
image at the same time in the form of look-up tables usingithiezle algorithm as implemented
in IRAF (Fruchter & Hook 2002). The look-up tables are spedifie Drizzle using thexgeoim
andygeoim keywords and are FITS files of the same dimensions as thecgcisrage. Because
DAR depends on the zenith angle and atmospheric conditlwsts, of which vary in time, the
look-up tables are created by first including the distoriohution and then applying the necessary
DAR correction. Two FITS files, one for shifts in X and one fiifts in Y, are created for each
NIRC2 observation and contain the shifts to be applied to eadi m the image. From these
distortion- and DAR-corrected NIRC2 images, star lists wereegated and aligned to the original
ACS starlist (without DAR) as described above. The resultiagepscale igs) = 9.948+ 0.00L,

+ 0.00Lps pixnirc2/PiXacswrc. The difference between the orientation given in the headler
the NIRC2 image's(90° for this data set) and the measured orientation is on aver@g@b6 +
0.00644 £ 0.002 4, Where the absolute errors are the RMS uncertainties in thé\AES plate
scale and orientation angle (van der Marel et al. 2007). ,TimesNIRC2 columns must be rotated
eastward of North by 0.2560 be aligned with ACS.

3.2. Testingthe New Model for NIRC2 Distortion

The accuracy of our distortion solution is examined using $&parate LGSAO GC data sets,
both of which are described in Ghez et al. (2008), and congpasith two previous estimates,
which we refer to as "pre-ship" and "PBC". The pre-ship soldtiavhich is good to~4 mas,
was found using a pinhole mask, and is in the form of a 3rdtopdé/nomial. The more recent
solution by P. B. Cameron, also from a pinhole mask, is a 4tkergedlynomial and improves upon

1The NIRC2 FITS header keyword for the position angle, ROTRQBcludes a +0.7 offset (given by header
keyword INSTANGL), the observatory value for the angle effef NIRC2. The nominal position angle for NIRC2 in
our analysis is taken as (ROTPOSN - INSTANGL).

2http://www2.keck.hawaii.edu/inst/nirc2/preship_tegtpdf
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the former solution mainly along the X axis

First, we use the two high precision data sets taken of thalek0"x 10" on 2007 May 17
and May 20 at two different PAs {@&nd 200) with roughly the same central position. The NIRC2
positional uncertaintiesfes) for the PA=0 and PA=200 images axé.022 pix and~0.036 pix,
respectively. The PA=200 image was transformed into theCHArage’s coordinate system, again
allowing for translation, rotation, and global plate scalbe differences in the aligned positions of
stars with K<14.5 are shown in Figure 8. This comparisongga average residual distortion by
comparing the positions of a star at two distinct locationshee detector. Our new solution shows
significantly less residual structure than the previoustsms. To estimate the magnitude of the
residual distortion, we remove the positional measurerb&s and account for the contribution

from the two images used:
o, = \/A%D - (5;2)020 - 5;2)05,200 (1)

whereA,p is the measured positional offset between the two imageis. rébults in estimates of
the residual distortion, of, = 0.11 pix, 0.23 pix, and 0.24 pix for the new, PBC, and pre-ship
solutions, respectively.

To characterize the residuals in X and Y separately so thatamecompare to values from
previous distortion solutions, we use widely-dithered Gffadaken in 2008 May at PA=0, which
maintains the independence of the X and Y axes. Largelerdbthdata sets are essential in testing
the distortion solution because stars are placed on veifgréift locations on the distortion map,
and therefore provide a sensitive test of residual distortT hese data are described in Ghez et al.
(2008) as part of their absolute astrometry analysis and hawaverage centroiding uncertainty of
0.067 pix. Only four overlapping fields, each of which was g®d three times and whose centers
are the corners of a &6" box, were examined from this data set. The full mosaic @shin
Figure 9. SarFinder was run at a correlation of 0.9 on each image to create a staahd only
stars detected in at least 6 of the 12 images (and therefdeastttwo of the four overlapping
fields) were kept in the analysis. The variance of each stéfsets (Ax; andA;y) from IRS16SW-

E (which was in each of the four fields) was computed as:

o2 = > (A% = (A%))? = (0505 1rs169vE + Iposi)
X! 2(Ntigas—1)

(2)

and likewise foroy, where we divide by the number of overlapping fields in whichtar was
detectedNsiaqs), and we have corrected for the NIRC2 positional measurenias(¥,s) for both
IRS16SW-E and stdar The factor of 2 in the denominator accounts for the fact thatdistortion

Shttp://www.astro.caltech.edupbc/AO/distortion. pdf
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affects both stars, IRS16SW-E and stafhe RMS offsetsdy, oy) for these solutions, shown in
Figure 10, are (0.09, 0.13) pix, (0.10, 0.27) pix, and (0@BB0) pix, for the new, PBC, and pre-
ship solutions, respectively. The new solution was founsigaificantly improve positional errors
overall as compared to both of the previous solutions anaitiqular, it is a factor of 2 better in
the Y direction over the more recent PBC solution.

3.3. Additional Sources of Uncertainty

While the new distortion solution represents a significaap dorward in our astrometric
capabilities, it still leaves-0.1 pix or~1 mas residual distortion in the LGSAO GC images. The
residual distortion is~2.5 times larger than our estimated uncertaintie6.05 pix; Figure 7),
and must come from sources of uncertainty that are not ateddor in our analysis. These may
include source confusion in the ACS/WFC positions, residisgbdion in the ACS/WFC camera,
unaccounted for PSF spatial dependencies in the NIRC2 imafssnatic DAR, time-variable
distortion, or a difference between NGSAO and LGSAO data.

To test the stability of the camera’s distortion, we creadedistortion solution with data
points from 2007, the year with the most data (N=1711). A difmog factor of f = 120 was
used for the spline fitting and was determined in the same arasour new distortion solution.
Differences between the 2007-only distortion solution #reldata in the individual years show
no significant differences (0.640.22 pix, 0.050.30 pix, and 0.020.29 pix for 2007, 2008, and
2009, respectively), suggesting that the distortion smius relatively stable.

While we tested our distortion solution on LGSAO data, the elddelf was computed using
only NGS data, as the six LGS frames from 2008 June were thoombased on the cuts mentioned
in 83.1. To test the possibility that the NGS and LGS AO sydtene different distortion solutions,
we compare Galactic center data taken in both LGS and NGS sndue otherwise the same
setup and in the same night in 2008 May. The data were redwsirg the usual data reduction
steps (see Ghez et al. (2008)), and final LGS- and NGS-onlgesaf the Galactic center were
produced. The astrometric precision for each of these isages 0.018 pix (NGS) and 0.021 pix
(LGS) for stars with K < 15. The LGS image was transformed thisNGS image’s coordinate
system allowing only for translation between the two franiBse RMS difference in the aligned
positions was~0.06 pix (1), which is comparable to the error in the distortion solt{e-0.05
pix, Figure 7). Thus, given the uncertainties in the digborsolution, we do not see a difference in
the astrometry from images taken in NGS or LGS mode and cdacdhat this adds only a small
contribution to the residual distortion.

The residual distortion (0.15 pix) may be included as a @mtderm in the error map of the
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distortion (see 83.1) when analyzing astrometric data. W@se to add this to the errors in the
mosaic distortion map when determining the positions ofSi@ masers in the Galactic center
(see 84.1).

4. Application to the Galactic Center
4.1. Absolute Astrometric Reference Frame

In this section, we compare our observations of SiO masarsetsurements that have been
made at radio wavelengths in a SgrA*-radio rest frame (Real.e2003, 2007) as another check
of the accuracy of our distortion model and DAR correctioas,well as to derive a new and
substantially improved IRibsolute reference frame. We use the data sets presented in Table 2
for this analysis. In each of the five epochs, a mosaic wastiearted in the same way described
in Ghez et al. (2008), which combines the images collecteuinat different pointings and which
results in 22% 22" images (see Figure 9parFinder was run on each IR mosaic to create a star
list for each epoch with positions in NIRC2 pixel coordinat&kng with this, we also constructed
a corresponding distortion uncertainty map based on a mos$dhe distortion uncertainty maps
from the Monte Carlo simulations (83.1; Figure 6) and thereblculated the distortion error
contribution to each pixel in the maser mosaic. In the oygilag areas, we compute the distortion

error contribution as

Udig:\/af+0§;...+a,%, 3
where N is the number of overlapping fields, which can varyveen 1 and 4. The IR uncer-
tainties in each mosaic’s star list include the centroidengr, distortion error, and the residual
distortion (~0.15 pix), summed in quadrature. Radio maser positions wengagated forward
using velocities from Reid et al. (2007) to create a star tigt@epoch of each IR mosaic. Each of
the five infrared mosaics was aligned with a four-parametedeh(two-dimensional translation,
rotation, and a single pixel scale) to the radio maser ssabl minimizing the error-weighted,
net displacements for the masers. Errors in the transfosmad absolute coordinates were deter-
mined using a jack-knife sampling technique, in which ones@nat a time is excluded from the
alignment. Since all the transformed IR positions agreé wiée radio positions to withir-10 of
each other and the alignment uncertairftim® negligible, we are confident that our uncertainties
are well characterized and we are not missing large systeerabr sources. The various sources
of error in our absolute astrometry are broken down in Tabl&nilar NIRC2 pixel scale and
orientation values are obtained from the SiO maser alighhognaverage, as compared to those

4RMS error of individual positions in jack-knife MC simulatis of transformation process.
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obtained from the M92 study (Table 6). We note, however,tth@brientation shows a larger RMS
scatter between the epochs than the average of the untgmtderred from the jack-knife analysis
of each epoch (0.0lvs 0.003) and the pixel scale also shows an increase, although mualesm
(0.002 vs. 0.001 mas/pix). We therefore take the RMS valuesiasstimates of the uncertainties
for our final values of the pixel scale and orientation angeryin Table 6. The weighted average
NIRC2 plate scale and angle offset from the IR to radio aligriare 9.953+ 0.002 mas/pix and
0.252+ 0.012, respectively. These are statistically consistent withwhlues obtained from the
ACS/WFC to NIRC2 transformation from the 2007 July M92 data s8tl(g We take the average
of these measurements as our final values for the NIRC2 pixkd aod orientation angle, 9.951
+ 0.003 mas/pix and 0.252 0.013, respectively.

Our transformed IR mosaic maps provide a calibrated astraamreference frame in which
Sgr A*is at rest at the origin. Comparison of the SiO maserseasored in the IR and radio pro-
vide estimates of how well we can localize the position andaity within this reference frame.
Figure 11 shows the positions of the SiO masers measured IRtAnd radio for the 2007 August
epoch (other epochs gave very similar results). Line fitsvbeh these two positional measure-
ments, weighted by the positional errors in both the IR axdbrasuggest that we can localize Sgr
A* in any of these reference frames 4al.6 mas and-2.1 mas in X and Y, respectively. These
values are the formal intercept errors from the weightee fits. Among the 7 SiO masers used,
5 have total positional uncertainties that are larger inlhéhan in the radio, as shown in Table
5. These stem mostly from uncertainties in the distortiomdeh@nd can therefore be improved
through more extensive modeling efforts and by mapping tergasers in multiple setups. We
however note that more radio measurements are needed &nptaese positional uncertainties
from overtaking the infrared positional uncertaintieshia future. Our current uncertainties for the
position of Sgr A* are a factor of2 better than that obtained in our earlier efforts (Ghez et al
2008), when treated in the same manrreerd comparable to the uncertainties reported in Gillessen
et al. (2009).

For each maser, the absolute velocity was calculated hydfittiline to the star’s transformed
position as a function of time, weighted by the positionatentainties. The uncertainties in the fit
parameters are determined from the covariance matrix. 8hats of these line fits are summarized
in Table 7, where the positions and velocities are given f@ference time, 4, which is the mean
of the time for all epochs weighted by the maser’s positiamaertainty. The fits for each maser
are shown in Figures 12 and 13, along with the radio positramish have been propagated to the
IR mosaic’s epoch using the proper motions from Reid et aDT20A comparison of the IR and
radio proper motions (Figure 14) provide estimates of how ae absolute IR reference frame

SWe reported absolute errors from a half-sample bootstr&ghiez et al. (2008). To compare values we reran the
half-sample bootstrap, which overestimates the uncdigaisince half the sample is removed.
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can be established in velocity space. A linear fit to these,datighted by the velocity errors in
both the IR and radio, gives a slope and intercept of 1215 and -0.14- 0.26 mas/yr in the X
direction, and 0.95- 0.10 and -0.12- 0.38 mas/yr in the Y direction. As with our analysis on the
absolute positions, the errors are the formal uncertaifiteen the line fits. The intercept errors of
these lines reflect our ability to define an astrometric sxfee frame, and we conclude that this
can be done to better than0.4 mas/yr, which is a factor of£3 improvement over earlier work
(Ghez et al. 2008).

4.2. Relative Motion Between Sgr A* and Stellar Cluster

The relative astrometry of the Galactic center was deriv@dguall data sets of the central
10" of the Galaxy, which are comprised of speckle and LGSA@gimg. The data reduction
and analysis procedure are also described in Ghez et aB)Y®d®we note that we used the new
distortion solution and corrected for DAR in this analydis.order to combine existing Galactic
center data sets from NIRC (1995-2004) and NIRC2 (2004-20068)NtRC distortion solution
was rederived using methods described in Lu et al. (2009 fidw NIRC distortion solution
coefficients are presented in Table 8 and should be usedde plthose in Table 5 of Lu et al.
(2009).

The relative reference frame for the Galactic center ishéisteed by aligning the IR images
to each other using a set of "coordinate reference" stars fgrbocedure effectively puts the stel-
lar cluster at rest. Star lists from each epoch were tramsfdrinto the 2007 August data set’s
coordinate system, and linear models were fit to the starstipos as a function of time. These
relative astrometric measurements were transformed het@bsolute reference frame using a set
of infrared absolute astrometric standards. These standards were defined as stars that (1) are de-
tected in all 5 maser mosaics, (2) are outside the centrsgeonid (r > 0.5") to reduce the effects of
non-linear motions over time, (3) are brighter than K=19 hdve velocities below 15 mas/yr and
velocity errors below 5 masl/yr, (5) have reasonable velditi (y2/dof) < 4 (Ghez et al. 2008),
and (6) have been identified as late-type stars by Do et @9)28hd Buchholz et al. (2009). This
last criterion is used in order to eliminate the known ne#tion of the young stars (Genzel et al.
2000). The average positional uncertainty for these agitoostandard stars is 0.9 mas.

The stars’ proper motions as measured in the radio referfeace @bsolute) can be com-
pared to their proper motions measured in the infrared fré@meative) in order to determine
whether there is relative motion between the two. Since SgisAlefined to be at rest in the
radio reference frame, a velocity difference between treolaibe and relative reference frames
may imply that either Sgr A* is moving with respect to the ¢rsor the cluster itself has a non-
zero net motion. Thus, this is an additional technique f@aneixing the apparent motion of Sgr
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A* relative to the cluster (Ghez et al. 2008) and for compaiith the dynamical center velocity
as derived from the orbit of S0-2 (84.3).

Figure 15 shows the difference between absolute and relegiocities for 203 stars matched
across the two reference frames. The outliers in the vgiddferences are due to stars at relatively
large distances (i 5") from Sgr A*. The average of the velocity differences isr(¥and Y,
respectively) 0.2+ 0.4 and 0.3t 0.6 mas/yr, where the uncertainties are the standard deviat
of the velocity differences and are comparable to the efrotise proper motions measured in the
radio (~0.4 mas/yr) implying that the IR measurements are limitethibyadio. The distribution of
velocity differences in the North-South direction is sligioffset from zero likely due to residual
distortion, which becomes most apparent when using suchlyviithered data sets. We conclude
that we do not detect a significant motion between the stellster and the black hole.

4.3. Orbit of SO-2

The stellar orbit of SO-2 was derived using 29 epochs of imgglata and 16 epochs of
spectroscopic data, as well as five additional epochs oék&dlocity measurements reported in
the literature (Eisenhauer et al. 2003, 2005). These oasens are summarized in Ghez et al.
(2008) and in our Tables 3 and 4. We note that in this new aisal$6-2’s astrometric data points
in 2006 June and 2006 July are biased by S0-20, which is netiet in either of these epochs
by SarFinder. We thus exclude these points from our analysis (see Ghdz(@088) for details
on astrometric biases). As done previously, we also rembiaskd astrometric data points from
1998 (due to confusion with S0-19), from 2002 (due to ovewih Sgr A*), and from 2007 May
(due to superposition with S0-20).

The relative positions of SO-2 were placed into the absatotzdinate reference frame de-
scribed above. The orbital analysis on these positions aaied out in an identical fashion to the
13-parameter fit in Ghez et al. (2008) but we summarize theitapt steps of the analysis here.
The properties of the black hole that are fit for in this analgse the masa\|), distance R)),
location on the plane of the sk¥{;, Y), and motion V¥, VW, V). Thus, no priors are imposed on
the black hole’s motion. The six orbital elements of SO-2jcktare also free parameters in this
fit are: period P), eccentricity €), time of periapse passag®), inclination (), position angle of
the ascending nodé&], and the longitude of periapse) Monte Carlo simulations were used to
estimate the uncertainties in these fitted parameters,sasilded in Ghez et al. (2008).

The astrometric and radial velocity data are listed in T@Bland 10, and shown in Figure 16,
with the best-fit Keplerian model overplotted. This bestfitibhas a totak? of 77.5 for 66 degrees
of freedom, resulting in a reduced of 1.174. Probability distributions for the black hole’s ssa
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and distance were derived from the Monte Carlo simulatiodssae shown in Figure 17. We find a
best fit for the black hole’s mass ofgM = 4.1+ 0.4 x 10° M, and distance of R= 8.0+ 0.4 kpc,
where the uncertainties quoted ake alues. The derived values of the potential and the orbital
elements of SO-2 are shown in Table 11 and are consistentivgt@hez et al. (2008) results.

The most notable differences between the orbit of S0-2 mwhrk and that of Ghez et al.
(2008) are the position and velocity of the dynamical centee find for the location of the dy-
namical centerXo— Xgya+) = 3.0+ 1.0 mas, {o — Ysgra-) = -2.0£ 1.4 mas, while for the velocity
of Sgr A* relative to the stellar cluster we estimate= 0.13+ 0.10 mas/yrV, = -0.05+ 0.12
mas/yr, and/, = -21 + 20 km/s. Therefore, we do not detect a significant relativiendetween
the black hole and the stellar cluster, consistent with tiayeis in section 4.1.

We repeated this exercise with the 2008 and 2009 data pastte(etry and radial velocities)
excluded in order to verify that the differences betweenrésailts in this work and those in Ghez
et al. (2008) are not due to the addition of our newly obtaidath. We find a best fit orbit with
areduced? of 1.191. The orbital elements and properties of the pakate consistent with the
orbit we obtained when including the new data to within Thus, we attribute the differences to
the new techniques and analysis in this work.

5. Conclusions

We have improved upon existing geometric distortion sohsifor the NIRC2 camera at
the W. M. Keck Il telescope and have, for the first time, impéeted DAR corrections to our
Galactic center astrometry. In all tests that were perfainige new distortion solution shows an
improvement by a factor of-2-4 over existing solutions. We take as our final residualsy s,
AYrms) ~ (0.09, 0.13) pix. The transformations between the ACS/WFC MHRIC2 reference
frames yield a consistent plate scale and angle offset tmtitained using Galactic center infrared
data which are tied to the radio reference frame. We find arageeplate scale and angle offset
for the NIRC2 narrow camera of 9.9510.003 mas/pix and 0.252 0.013, respectively.

The Galactic center astrometry can now be tied to an abstgesnce frame to better than
~1.5 mas and-0.4 mas/yr in position and velocity space, respectivelya assult of this work.
The stellar orbit for SO-2 within this improved referencarfre results in a mass of and distance to
the supermassive black holeMt = 4.1+ 0.4 x 10° M, , andR, = 8.0+ 0.4 kpc, respectively,
which is fully consistent with the results of Ghez et al. (2DGFurthermore, we find no net relative
motion between the stellar cluster and the central black.hol

Improvements to the NIRC2 distortion solution may be made lbyeasing the number of
positional measurements used to derive the solution inrdacdenore fully sample the detector.
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Another source of error in our solution is the residual disdo in ACS/WFC 0.5 mas), and
thus a self-calibrated NIRC2 distortion solution (AndersoKi&g 2003) may improve the solution
further. The use of a single point spread function acros$i¢leis also a rather significant source
of error, as the quality of the AO correction is best at thatmmn of the laser and gets worse further
away, leading to a spatially-variable PSF. Assuming a umf@SF will therefore cause errors in
positional measurements. To minimize this effect, we areecdly developing an algorithm to
create a location-dependent point spread function.

The new distortion solution, in the form of two FITS files, mag obtained at
http://www.astro.ucla.edw/ghezgroup/distortion or by emailing the first author. Th&%-files,
or look-up tables, may be fed into the IRAF routibeizzle during the data reduction process.
The values in the look-up tables specify the shifts requiceput an image in a "distortion-free"
reference frame. The errors in the distortion solutions alag be obtained at this site.
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A. Differential Atmospheric Refraction

A pair of stars viewed through the Earth’s atmosphere wiehdifferent separations depend-
ing on the zenith angle at which they are viewed. This effeatue to differential atmospheric
refraction (DAR) and is described in detail in Gubler & Tyt(@®98), Lazorenko (2006), and La-
zorenko et al. (200%) There is both chromatic and achromatic differential ajphesic refraction;
however, the achromatic term is at least 20 times larger tiichromatic term (Gubler & Tytler
1998). Sources at the Galactic center have similar colaggalthe high extinction and, as a result,
the chromatic term is negligible. Color differences for starM92, however, may result in small
residual systematic errors-0.2 mas) in our comparison of ground-based to space-basedas
try due to chromatic DAR, but this effect is smaller than thedeal distortion in ACS/WFC~0.5
mas). Therefore, the stellar positions in this work are @olyrected for achromatic DAR.

The true angular separation of two stars along the zenitction, Az =2z -2, is mod-
ified by differential atmospheric refraction such that theserved angular separation becomes
AZops = Azre — AR, Neglecting chromatic effects, the DAR teriAR) depends only on (1) the
observed zenith angle of star 1, (2) the wavelength of therhsons, (3) the observed zenith
separation of star 1 and star 2, (4) the temperature at thexaisry, (5) the pressure at the obser-
vatory, and (6) the relative humidity at the observatorye @&tmospheric parameters of interest are
downloaded from an archive maintained at the Canada-Frdaesii Telescope (CFHT) These
values are recorded every five minutes, allowing us to fincgggropriate atmospheric conditions

This preprint was prepared with the AASIEX macros v5.2.

6See also Evans, D. W., “Atmospheric Differential Refractio the Infrared”, 2004ht t p: / / www. ast . cam
ac. uk/ vdf s/ docunent ati on. ht n

"ht t p: // ki | oaol oa. soest . hawai i . edu/ ar chi ve/ wx/ cf ht/
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on Mauna Kea within three minutes of the observation (Lu 20@8iring our observations, the
typical atmospheric conditions at night on Mauna Kea hawgerature of 272 K, a relative hu-
midity of 10%, and a pressure of 617 millibars. Figure 4 shdassthese typical conditions, the
magnitude of DAR. We also show the actual magnitude of thecefée the individual images as
points along the 10" case, showing that the variations iditimms do not have a significant effect
on DAR.



Table 1. Summary of M92 Images

Daté PA (XY  AKXY)S El Temp Pressure RH AR®  tepixcoadd (FWHM) (Streh)  Nstars  Nstars (opos)
(uT) (deg) (pix) (pix) (deg) (K) (mbar) % (mas) (sec) (mas) detdc  used (pix)
2007 June 21 0 508, 512 0,0 53 271.2 616.8 92 2.74 x B 49 0.55 105 69 0.037

254, -252 53 271.1 616.7 89 2.77 48 0.55 145 58 0.035
251, 252 52 271.1 616.7 89 2.81 48 0.57 112 46 0.045
-251, -252 52 271.3 616.7 93 2.84 48 0.59 176 56 0.034
-253, 250 51 271.3 616.7 93 2.89 49 0.54 110 57 0.037

251,0 51 271.2 616.7 95 2.93 48 0.60 124 58 0.044
-251,-1 50 271.2 616.7 95 2.97 47 0.59 115 64 0.049

2,-250 50 2711 616.7 96 3.02 47 0.58 124 47 0.063

0, 253 49 271.0 616.6 97 3.07 46 0.61 94 51 0.058

2007 July 29 90 457, 499 0,0 67 272.9 615.3 11 2.07 <63 45 0.64 73 47 0.031

255, -251 67 272.9 615.3 11 2.07 45 0.72 53 38 0.048
251, 255 67 272.9 615.3 12 2.07 45 0.68 84 41 0.042
-249, -251 67 272.9 615.2 12 2.07 46 0.66 65 40 0.052
-252, 251 67 272.9 615.2 13 2.07 45 0.69 132 52 0.031

254, 2 67 272.9 615.3 13 2.07 45 0.71 72 44 0.021

-252,0 66 272.9 615.2 13 2.08 45 0.72 93 48 0.037

3,-250 66 272.8 615.2 12 2.09 44 0.73 69 47 0.029

-2,253 66 272.8 615.2 12 2.10 45 0.72 92 51 0.024
-125, -124 65 272.8 615.2 12 211 45 0.72 85 50 0.026
128, -375 65 272.8 615.2 13 212 45 0.73 89 48 0.030
126, 129 65 272.8 615.2 12 2.14 45 0.70 84 54 0.030
-374,-376 64 272.8 615.2 13 2.16 46 0.69 47 33 0.033
-378, 126 64 272.8 615.2 12 2.18 46 0.68 74 39 0.067
128, -123 63 272.9 615.2 12 2.20 46 0.67 7 49 0.038
-374,-125 62 272.9 615.2 12 2.22 46 0.67 72 38 0.032
-121, -374 62 272.9 615.2 12 2.25 46 0.67 51 38 0.028
-127,129 61 273.0 615.2 11 2.27 46 0.66 87 45 0.045
127,-121 60 273.1 615.1 11 231 46 0.65 81 47 0.045
380, -373 60 273.2 615.1 12 2.34 47 0.63 52 33 0.071
378,132 59 273.1 615.1 12 2.38 46 0.65 51 39 0.025
-126, -373 58 273.3 615.1 12 241 46 0.66 54 36 0.032
-128, 130 57 273.3 615.1 11 2.46 47 0.65 76 45 0.031

381, -120 56 273.3 615.0 11 2.50 47 0.64 43 35 0.040



Table 1—Continued

Daté® PA (X,Y)as? A(X,Y)C El Temp Pressure RH AR® tepixcoadd (FWHM)  (Streh)  Nstars  Nstars (opos)f
(uTm) (deg) (pix) (pix) (deg) (K) (mbar) % (mas) (sec) (mas) detdc  used (pix)

-127,-120 56 273.4 615.0 10 2.55 47 0.61 64 43 0.022
129, -371 55 273.3 615.0 12 2.60 47 0.63 54 39 0.040
124,133 54 273.3 614.9 11 2.66 48 0.60 79 47 0.036

2008 Apr 28 180 496,477 0,0 67 271.0 615.8 82 2.08 <68 47 0.56 31 20 0.022
252, -252 67 271.0 615.7 81 2.08 48 0.53 32 0 -1.000
248, 253 67 271.0 615.8 83 2.08 48 0.55 55 15 0.061
113, -375 63 2715 616.0 70 2.23 48 0.54 12 0 -1.000
-143, -120 59 271.0 616.0 77 2.39 51 0.44 13 9 0.022

2008 June 3 0 776,573 0,0 42 273.3 616.0 64 3.85 x@.5 50 0.47 30 0 -1.000
4,4 42 273.2 616.1 65 3.89 51 0.48 32 0 -1.000
-4,0 42 273.2 616.1 65 3.93 58 0.29 29 0 -1.000
4,0 41 273.2 616.1 65 3.97 54 0.38 32 0 -1.000
-4,3 41 273.2 616.1 65 4.01 54 0.38 25 0 -1.000
-5,-4 41 273.2 616.1 65 4.05 54 0.40 26 0 -1.000

2008 July 24 45 173, 565 0,0 50 271.6 617.2 39 3.03 X2 66 0.35 128 32 0.077
0, -49 49 271.6 617.2 39 3.07 63 0.35 110 35 0.068
0, -100 49 271.6 617.1 39 3.11 72 0.30 88 30 0.065
1,-149 48 271.6 617.1 39 3.16 72 0.29 89 30 0.089
3,-199 48 271.6 616.9 39 3.21 51 0.46 131 45 0.065
2,-249 a7 271.6 616.9 39 3.26 86 0.22 89 21 0.067

2009 May 9 0 910, 668 0,0 66 270.6 614.6 36 211 B8 52 0.45 18 10 0.072
1,-153 66 270.6 614.6 36 2.12 49 0.50 19 15 0.031
3,-304 65 270.6 614.6 36 2.13 49 0.47 19 16 0.026
-154, -2 65 270.5 614.6 36 2.14 51 0.48 25 17 0.036
-153, -154 65 270.5 614.7 36 2.15 47 0.58 30 25 0.036
-152, -305 64 270.5 614.7 36 2.16 50 0.47 27 22 0.038
-305, -4 64 270.8 614.7 35 2.17 50 0.51 23 19 0.034
-305, -155 64 271.0 614.7 35 2.18 56 0.38 26 12 0.041
-302, -306 63 271.0 614.7 35 2.20 63 0.30 22 13 0.033



Table 1—Continued

Daté PA  (XY)es®  AXY)C El Temp Pressure RH AR®  tepixcoadd (FWHM) (Streh)  Nstars  Nstars (opos)f
(uT) (deg) (pix) (pix) (deg) (K) (mbar) % (mas) (sec) (mas) detdc  used (pix)
2009 May 9 90 365, 411 0,0 62 270.8 614.6 35 2.27 x®8 49 0.49 25 19 0.025
2,-153 61 270.8 614.6 35 2.29 50 0.48 24 17 0.028
0, -302 61 270.8 614.5 35 231 50 0.47 10 8 0.031
-151, -1 60 270.8 614.5 35 2.33 50 0.48 28 19 0.061
-152, -154 60 270.8 614.5 36 2.35 47 0.56 29 22 0.035
-149, -304 59 270.8 614.5 36 2.37 46 0.67 26 20 0.020
-302, -4 59 270.6 614.5 36 2.40 46 0.61 35 24 0.023
-304, -156 58 270.7 614.5 34 242 46 0.64 29 26 0.025
-301, -305 58 270.7 614.5 34 245 48 0.53 18 15 0.030
2009 May 9 315 697, 499 0,0 56 271.1 614.5 33 2.55 <68 45 0.67 38 27 0.055
2,-152 55 271.1 614.5 33 2.58 45 0.68 48 29 0.055
0,-304 55 271.0 614.4 34 2.62 45 0.67 58 30 0.060
-152,0 54 270.7 614.3 35 2.66 47 0.56 35 22 0.044
-148, -154 54 270.7 614.3 35 2.69 56 0.32 21 13 0.085
-149, -305 53 270.7 614.3 35 2.74 50 0.45 43 18 0.078
-300, -2 53 270.6 614.4 35 2.78 50 0.45 25 18 0.044
-301, -154 52 270.6 614.5 35 2.82 59 0.29 21 13 0.063

32008 June 3 data set taken in LGS-AO mode. All other data dets taith NGS-AO.

bposition of guide star in first image of a given epoch.

CPositional offset of guide star in NIRC2 pixels relative tsfipointing of epoch.

dRelative Humidity.

eModel of differential atmospheric refraction relative toneer of image.

flmages thrown out are given a value of -1.0 for the averageipnal uncertainty (see text for details).



Table 2. Summary of GC Maser Mosaic Images

Date PA  StartPGs tepixcoadd Nyx° ~ FWHM  Strehl
uT) (deg) (pix) (sec) (mas)
2005 June 30 0 851,426  0.1860 2 62 0.25
2006 May 3 0 852,426  0.18360 3 60 0.21
2007 Aug 12 0 852,425  0.1810 3 58 0.23
2008 May 15 0 856,427  0.1880 3 52 0.31
2009 June 28 0 855,426  0.1860 3 63 0.20

aX,Y position of IRS16C in first image of a given epoch

PNumber of exposures per dither position
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Table 3. Summary of New Keck Central 10" Imaging Observations

Date Frames Frames Co-astdexp FWHM Strehl Numbet  Kjim Positional Erro?

uT) obtained used (s) (mas) of Stars (mag) (mas)
2008 May 15 138 134 16 2.8 54 0.25 2089 19.0 0.08
2008 Jul 24 179 104 18 2.8 58 0.27 2189 19.0 0.06
2009 May 1-4 311 149 16 2.8 57 0.29 2444 19.0 0.10
2009 Jul 24 146 75 16 2.8 62 0.21 1701 19.0 0.13
2009 Sep 9 55 43 18 2.8 61 0.27 2495 19.0 0.29

aThe number of stars detected within 4" of Sgr A*.

bThe median positional uncertainties are estimated using Btighter than K 15 within 4’ from Sgr A*.

Table 4. Summary of New Keck Spectroscopic Observations

Date Filter: Spectral Range  Pixel Scale  No. Exep Calibration Stars
uT) (em) (mas) (s) SIR (G2/A0)
2008 May 16 Kn3: 2.121 - 2.229 35 24 900 67 HD 193193/HD 195500
2008 Jul 25 Kn3:2.121 - 2.229 35 9900 57 HD 193193/HD 195500
2009 May 6 Kn3: 2.121 - 2.229 35 12 900 55 HD 193193/HD 195500

aThe SNR is per spectral pixel and is calculated between Jii®al45,m. The width of a spectral pixel is
roughly 2.5 .



Table 5. Measurements of SiO Masers

Star Name [IR- Radio] Position  Uncertainty in Radio Uncertainty in IR Qmid  Error in Alignment  Distortion Errof o Offset ~ ARP
X Y Total X Y X Y X Y X Y X Y
(mas) (mas) (mas) (mas) (mas) (mas) (mas) (mas) (mas) (mas) (mas) (mas)
IRS 9 (Avg) 192 080 213 052 1.08 0.85 0.99 0.66 0.66 153 531. 0.92 033 -2.27
2005 June 170 100 197 0.40 0.80 0.25 0.44 0.50 0.70 152 3 13.02 052 -2.95
2006 May 310 190 364 040 0.90 241 2.46 0.50 0.40 154 15806 0.62 -2.01
2007 August 140 080 161 050 1.10 0.48 0.84 0.50 0.30 1.53.531 080 0.38 -1.77
2008 May 210 030 212 0.60 1.20 0.40 0.51 0.80 1.10 1.53 15B12 0.13 -1.79
2009 June 130 000 130 0.70 1.40 0.70 0.73 1.00 0.80 153 3 1.9.63 0.00 -2.84
IRS 7 (Avg) 244 780 819 528 5.30 0.27 0.28 0.38 1.04 155 541. 044 138 224
2005 June 260 580 6.36 5.00 5.00 0.14 0.48 0.40 0.80 156 4 1.949 109 221
2006 May 210 790 817 5.10 5.10 0.40 0.26 0.20 0.50 1.55 15339 147 225
2007 August 260 750 794 530 5.30 0.29 0.15 0.30 1.00 156.55 1 047 134 229
2008 May 210 910 934 540 5.40 0.23 0.22 0.40 1.40 1.56 15837 157 230
2009 June 280 870 914 560 5.70 0.29 0.31 0.60 1.50 156 4 1.9.48 143 217
IRS 12N (Avg) 258 326 441 1.00 1.60 2.78 3.78 0.98 0.92 151151 0.78 0.83 -2.98
2005 June 180 540 569 0.80 1.30 0.51 0.90 0.70 0.90 152 2 1994 228 -253
2006 May 400 130 421 0.90 1.40 3.09 151 0.30 0.60 151 15112 0.50 -3.13
2007 August 080 040 089 1.00 1.60 0.24 2.06 0.90 0.60 151521 039 013 -335
2008 May 300 560 635 1.10 1.80 1.48 5.93 1.40 1.30 151 15108 0.86 -3.36
2009 June 330 360 488 1.20 1.90 8.59 8.53 1.60 1.20 150 9 14937 040 -254
IRS 28 (Avg) 342 380 529 1.50 1.48 1.30 2.13 0.72 0.62 154 521 128 134 -1.81
2005 June 450 550 711 1.10 1.00 154 0.42 0.70 0.70 154 3 13.77 275 -3.09
2006 May 1.70 3.00 345 1.20 1.10 1.48 5.16 0.60 0.40 1.53 15268 054 -1.33
2007 August 260 030 262 150 1.50 2.03 1.45 0.50 0.30 15452 1 0.87 0.12 -0.84
2008 May 420 670 791 1.70 1.70 0.96 171 0.90 1.00 154 15p59 222 -0.87
2009 June 410 350 539 2.00 2.10 0.50 1.91 0.90 0.70 153 1 1351 1.06 -2.93
IRS 10EE (Avg) 0.66 224 235 0.58 0.58 0.35 0.32 0.48 066 715152 037 125 211
2005 June 040 140 146 0.50 0.50 0.09 0.63 0.60 0.50 157 2 1.9.23 078 1.12
2006 May 090 310 323 050 0.50 0.80 0.25 0.40 0.30 157 15248 1.88 246
2007 August 1.10 250 273 0.60 0.60 0.35 0.26 0.30 0.70 157.52 1 063 139 289



Table 5—Continued

Star Name [IR- Radio] Position ~ Uncertainty in Radio Uncertainty in IR Qeid  Error in Alignment  Distortion Errof ¢ Offset ~ ARP
X Y Total X Y X Y X Y X Y X Y
(mas) (mas) (mas) (mas) (mas) (mas) (mas) (mas) (mas) (mas) (mas) (mas)
2008 May 010 170 170 0.60 0.60 0.25 0.12 0.60 0.90 1.57 15206 091 288
2009 June 080 250 262 0.70 0.70 0.27 0.36 0.50 0.90 157 2 1944 1.29 1.20
IRS15NE(Avg) 100 336 3.64 0.66 1.10 0.27 0.42 0.38 132 715157 057 137 464
2005 June 230 290 370 0.50 0.90 0.29 0.24 0.50 1.00 158 7 13.31 139 442
2006 May 150 190 242 0.60 1.00 0.10 0.49 0.40 0.60 1.58 15086 0.94 4.70
2007 August 030 330 331 0.70 1.10 0.40 0.60 0.20 1.30 15757 1 017 138 485
2008 May 030 440 441 0.70 1.20 0.08 0.19 0.40 1.80 157 15017 164 4.86
2009 June 0.60 430 434 0.80 1.30 0.50 0.59 0.40 1.90 157 8 1.9.32 151 437
IRS 17 (Avg) 272 084 296 3.48 4.04 0.39 0.28 0.86 0.62 158 521 0.68 0.25 2.95
2005 June 190 100 215 1.60 2.00 0.28 0.03 0.90 0.50 158 2 1.9.78 0.39 1.27
2006 May 200 160 256 2.30 2.80 0.83 0.38 0.60 0.50 1.58 15367 049 355
2007 August 200 130 239 3.60 4.10 0.57 0.48 0.60 0.70 1.58.52 1 0.50 0.29 4.28
2008 May 410 020 410 440 5.00 0.15 0.23 1.20 0.70 1.58 15385 0.04 4.26
2009 June 360 010 360 5.0 6.30 0.13 0.31 1.00 0.70 159 2 1.9.62 0.02 141

aDistortion error includes the residual distortion termatésed in the text.

bDifferential Atmospheric Refraction relative to the cerséthe image



—28—

Table 6. NIRC2 Plate Scale and Orientation

Method Plate Scale Orientation
(mas/pix) (deg)
Calibrated w.r.t. ACS observations of M92 9.949+ 0.0024+ 0.001  0.252+ 0.011+ 0.002
2007 June 9.948 0.001+ 0.001  0.249+ 0.0064+ 0.002
2007 July 9.948t 0.001+ 0.001  0.256+ 0.0064 0.002
2008 April 9.946+ 0.0074+ 0.001  0.276+ 0.030+ 0.002
2008 June 9.952- 0.003+ 0.001  0.270f 0.009+ 0.002
2008 July 9.95H- 0.002+ 0.001  0.248f 0.0044- 0.002
2009 May 9.949+ 0.002+ 0.001  0.282+ 0.013+ 0.002
Calibrated w.r.t. VLA observations of GC Masgrs 9.953+ 0.002 0.252+ 0.012
2005 June 9.953 0.001 0.238+ 0.002
2006 May 9.955+ 0.001 0.254- 0.002
2007 August 9.95@- 0.001 0.258+ 0.002
2008 May 9.954+ 0.001 0.275+ 0.004
2009 June 9.952- 0.001 0.2604+ 0.004
Final Valué 9.952+0.003 0.252-0.013

Note. — Statistical (first) and absolute (second) uncetitzsrare shown for the ACS observations (see
§4.1).

a\Weighted averages are taken for the final values for each mhetihd for the overall final value. We use
the more conservative RMS errors as the uncertainties on tradses.

Table 7. Absolute Astrometry of SiO Masers

Maser To Xo2 Yo@ Vi Vy
(year) (arcsec)  (arcsec) (masl/yr) (maslyr)
IRS 9 2007.5 5.676 -6.331 3.860.60  1.83+0.59
IRS7 2007.2 0.034 5.522 -0.580.52 -4.19+ 0.62
IRS 12N 2006.6 -3.265 -6.912 -0.921.07 -1.51+1.08
IRS 28 2007.6 10.480 -5.829  2.800.70 -5.554+0.68
IRS10EE  2007.4 7.684 4199 -0.110.53 -2.01+ 0.55
IRS15NE  2007.1 1211 11.274 -2.660.53 -5.15+ 0.68
IRS 17 2007.5 13.142 5,561 -1.#00.58 -1.07+ 0.54

aUncertainties in the positions of the masers are taken asvérage intercept
error described in 84.1, which are 1.6 mas and 2.1 mas for X aresjgectively.
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Table 8. Updated NIRC Reimager Distortion Coefficients

i X(@&) Y (bi)

0 1.6178<107°  1.9058<1073
1 9.972%101  -1.140% 1073
2 -2.3980¢10°3 1.0035

Table 9. Summary of Keck Astrometric and Photometric Mearsiants for SO-2

Kobs X Y
UT Date (mag) (mas) (mas}

1995.439 14.26:0.12 -44.84+1.84 171.4%1.02
1996.485 14.16:0.28 -57.56+ 6.88 165.92t 6.92
1997.367 14.15-0.27 -61.09+£1.93 144.46+1.93
1999.333 14.020.08 -64.86t1.86  97.94+1.86
1999.559 14.0%0.04 -67.3%t1.44  93.64+1.32
2000.305 13.9#0.16 -61.57+3.77 70.48+3.03
2000.381 14.14:0.06 -64.98:-1.18 67.66-1.14
2000.548 14.1@¢0.26 -63.49t1.24 62.88+-1.24
2000.797 14.0%£0.31 -61.19+-5.61 50.76+5.26
2001.351 14.180.27 -54.13£1.80 29.604 1.83
2001572 14.15%0.26 -50.88t1.56  18.0% 1.55
2003.303 14.26:0.25  38.86+ 2.04 72.80+ 1.89
2003.554 14.2#0.24  39.0% 1.03 84.214+0.98
2003.682 14.33: 0.24  35.02+ 2.03 89.39+ 2.01
2004.327 1426 0.07 34.92+0.98 116.58:0.94
2004.564 14.260.06 32.13+1.37 123.03:1.39
2004.567 14.28:0.26 33.78-1.19 125.78+1.18
2004.660 14.2@0.08 29.76+1.41 127.011.42
2005.312 14.15:0.08 22.55+1.16 144.23+-1.16
2005.495 14.2#0.11 23.01+2.09 147.45-2.08
2005.566 14.16:0.15 20.30+1.73  150.43+1.77
2005.580 14.19%£0.12 23.2741.14 148.64t1.13
2006.336  14.21%#0.17 11974 0.15 161.86:0.13
2007.612  14.0€t 0.16 0.35+ 1.22 173.89f 1.22
2008.371 14.1%0.16 -11.34-0.12 179.46+0.12
2008.562 14.0%£0.19 -13.31+0.16 180.03:0.17
2009.340 14.150.18 -22.47+£0.10 180.24+-0.11
2009.561 14.14£0.19 -24.69-0.17 180.1A 0.20
2009.689 14.13+0.22 -26.01+0.19 179.75:0.20

aX and Y are the relative positions in the east-west and north-
sorth direction, with increasing values to the east andnogspec-
tively. These values are in our absolute coordinate systemrel-
ative to Sgr A*-radio; see 84.1), but the uncertainties domzude
the uncertainties in the absolute coordinate system. Measnts
that are confused with other known sources are not inclutdéuds
table.
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Table 10. Summary of New Keck Radial Velocity Measurement$ts 2

Radial Velocity (km s1)

UT Date Observed LSR

2008 May 16  -443t 32 -417+ 32
2008 Jul 25 -373: 43 -380+ 43
2009 May 6 -316£ 32 -285+ 32

Table 11. Orbital Elements for S0-2 and the Implied Black Hleperties

Parameter
Distance Rp) (kpc) 8.0+ 0.4
Period @) (yr) 15.87+0.13
Semimajor axisd) (mas) 126.9- 2.8
Eccentricity €) 0.8920+ 0.0044
Time of closest approacfiq) (yr) 2002.3464 0.008
Inclination () (inc) 135.244 1.07
Position angle of the ascending nodd) (deg) 226.92+ 0.74
Angle to periapseu) (deg) 66.5+ 1.0
X dynamical centerXo — Xsyra+ —radio) (Mas) 3.£0.958
Y dynamical centertp — Ysgr o« -radio) (Mas) -241.393
X velocity (V) (mas yr?) 0.13+0.10
Y velocity (V) (mas yr?) -0.05+0.12
Z velocity (V) (km s1) -214+20
Mass (Msn) (10PM 4144 0.47
Density ) (10'°M¢ pc ) 6.3+ 0.7

Periapse distanc&in) (mpc) 0.551+ 0.039
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Fig. 1.— ACS/WFC image with the 79 NIRC2 pointings. The red dasteel of each NIRC2 box
denotes the top of the detector’s field of view. Each NIRC2 figltidx 10", while the ACS image

shown is~30x30". The pattern for the individual epochs’ exposures arevshio the insets.



—-32-—

Fig. 2.— Diffraction-limited NGSAO NIRC2 image of one of the [d%ields used to characterize
the optical distortion in the NIRC2 camera. The circled stath@ center of the image, the NGS
and two fainter stars, are present in most of the M92 NIRC2 ohsiens and are used to register
the images, each of which had a different position/oriéoiadn the sky. The NGS and the circled
star ~5" to its east were almost always detected at levels thatagatlithe detector and were

therefore removed from the analysis (see text).
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Fig. 3.— NIRC2 (plate scale-10 mas/pix) positional uncertainties for stars matchedht® t
ACS/WEFC star list beforeréd) and after blue) removing all outliers (see text). RMS uncertainties
are calculated from the three images taken at each posiidimeosky.
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Fig. 4.— The predicted differential atmospheric refractad a range of elevation angles tgpical
observing conditions at Keck. DAR causes the separatiowottars to appear smaller along the
zenith direction and the change in the separation is showthfee pairs of stars separated by
1”7, 5”, and 10". The black dots show the amount of DAR over tBé field for each of the M92
observations used in the distortion solution. These agatyi offset from the predicted curve)
because the atmospheric conditions differed slightly ftoereference conditions used to generate
the curves. The range of our GC and M92 observations are latsans
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Fig. 5.— Optical distortion in the NIRC2 camera obtained frazsifional measurements of stars in
the globular cluster M92. Arrows indicate the differenceAmen measurements made with NIRC2
(arrow tail) and ACS/WFC &rrow head), which has a well characterized distortion solution to the

~0.5 mas level (Anderson & King 2006; Anderson 2007). The twares show pre-t¢p) and
post- pottom) trimming.
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Fig. 6.— (Top:) Distortion solution in the form of a look-up table for Xeft) and Y (ight). The
tables give the X and Y values for each pixel required to resrtbe optical distortion from NIRC2
images. This was generated by fitting a surface to the distonbap in the bottom of Figure 5.
(Bottom:) RMS error of the 1000 simulations of the distortion solutior=ITS file format for X
(left) and Y (ight). The images are shown in linear stretch.
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Fig. 7.— (Left) Distribution of the shifts in the distortion solution loalp table over all NIRC2
pixels. Right) Distribution of the RMS uncertainties from the 1000 simigas of the distortion
solution for X (ted) and Y (blue). The average errors in X and Y are 04504 and 0.04:0.02

pix, respectively.
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Fig. 8.— Differences between stellar positions in Galacéinter images taken at PA=20& (ow
tail) and PA=0 &arrow head) after applying the pre-shigdp left), PBC ¢op right), and the new
(bottom) distortion solution. While some residual distortion rengimuch of the structure seen
after using the pre-ship solution is removed with the newtsanh.
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Fig. 9.— NIRC2 K’ mosaic image of the Galactic center. The fdldiis 22"x 22", approximately
centered on Sgr A*red cross). The black boxes show the nine dither positions making &p th
mosaic, with each box corresponding to the 200" NIRC2 field of view. The 7 SiO masers used
in our absolute astrometry are circled.
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Fig. 10.— Pair-wise analysis on widely-dithered Galacenter data taken in 2006 May. The
RMS of the positional offsets from IRS16SW-E are plotted. Tlispcompare the RMS values
from images corrected with the new versus the pre-shipriistosolution (eft) and the new versus
the PBC distortion solutiorright).
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Fig. 11.— (Top) Absolute positions of Galactic center SiO masers in theanefd plotted against
those in the radio for the 2007 August epoch, with the besinit dverplotted. Radio positions
are propagated to this epoch using proper motions from Reid €&007). Errors on both the data
points and the best fit line are plotted. The best fit line fer2007 August data give a slope and
intercept of 0.99993 0.00001 and -0.& 1.0 mas for X, and 0.99978& 0.00001 and 1.4- 0.9
mas for Y, respectively. We use formal errors from the ling fBottom) Residuals from the line
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Fig. 12.— Absolute X positions of Galactic center SiO masethke infrared as a function of time
and the velocity model fittjue) and the proper motion model for the radied). The X errors
on the line fits are shown as dashed lines. Radio proper mot@sunements are taken from Reid

et al. (2007). The positional uncertainties in the infraneste been rescaled such that the velocity
x4=1 (see text).
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Fig. 13.— Same as Figure 12 but for Y positions.
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Fig. 14.— Proper motions of the SiO masers in the infrarettgdioagainst those in the radio. X
velocities are shown on the left, and Y velocities on thetrigte solid black line shows a linear
fit to the data, weighted by errors in both IR and radio propetioms, while the dashed black lines
show the & errors on the line fit. The dashed red line shows the 1:1 mgppin
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Fig. 15.— Histogram of the difference between absolute @tative velocities of the infrared
stars in the Galactic center. The average velocity diffeeen 0.2+ 0.4 and 0.3+ 0.6 mas/yr in
the East-West and North-South directions, respectivdig Vertical bar shows the velocity of the
black hole relative to the stellar cluster as derived fromdlbit of SO-2 in this work.
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Fig. 16.— Best fit to the astrometric and radial velocity dataS0-2 assuming a Keplerian model
in which the black hole’s motion is left as a free parametéledrdata points represent the points
included in the fit, while unfilled data points (astrometryyjrare those excluded due to source
confusion. Uncertainties are shown for all filled data pmirrrors for the unfilled points are not
shown for clarity (these errors are comparable to the sizleeopoints). The best fit model gives a
reducedy? of 1.174.
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Fig. 17.— Density of solutions from the Monte Carlo simulasshowing the correlation of the
black hole’s estimated mass and distance. Contours show8ffe 8%, and 99.7% confidence
limits.



